Kubernetes in Today’s World
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Chapter 2: Getting the Ball Rolling with Kubernetes and the
Top Three Cloud Platforms
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Kuberne.

Use Azure Kubernetes Service to create and manage Kubernetes clusters. Azure will handle cluster operations,

including creatil

cluster with Azure Kubemetes Service.

Y

, scaling, and upgrading, freeing up developers to focus on their application. To get started, create a



Create Kubernetes cluster

Basics  Node pools Access  Networking Integrations  Advanced Tags  Review + create
Azure Kubernetes Service (AKS) manages your hosted Kubernetes environment, making it quick and easy to deploy and manage

containerized applications without container orchestration expertise. It also eliminates the burden of ongoing operations and
maintenance by provisioning, upgrading, and scaling resources on demand, without taking your applications offline.

Project details

Select a subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all your
resources.

Subscription © ( Mike-Pay-As-You-Go

Resource group (New) Resource group

Cluster details

Cluster preset configuration Standard ($%)

To quickly customize your Kubernetes cluster, choose one of the preset
configurations above. You can modify these configurations at any time.

Kubernetes cluster name
Region (US) West US 2

Availability zones ( _ Zones 1,23

@ High availability is recommended for standard configuration.

Kubernetes version * 1.22.6 (default)

API server availability (0 99.95%

(O 995%

@ 99.95% API server availability is recommended for standard configuration.

Primary node pool

The number and size of nodes in the primary node pool in your cluster. For production workloads, at least 3 nodes are
recommended for resiliency. For development or test workloads, only one node is required. If you would like to add additional
node pools or to see additional configuration options for this node pool, go to the 'Node pools' tab above. You will be able to
add additional node pools after creating your cluster.

Node size © ( Standard DS2 v2

® Standard DS2_v2 is recommended for standard configuration.

Scale method © @ (O Manual

Autoscale

@ Autoscaling is recommended for standard configuration.

Node count range © (U ‘




Search (Cmd+/)

Overview

Activity log

Access control (|1AM)

Tags

Diagnose and solve problems

Microsoft Defender for Cloud

Kubernetes resources
Namespaces
Workloads
Services and ingresses
Storage

Configuration

Settings

[*] Mode pools

Provisioning state © Power state © Node count Mode Kubernetes version Node size Operating system

Succeeded Running ¥ 3/3 ready System 1226 Standard_A2_v2 Linux
[

Upgrade Kubernetes
Update image
Scale nede pool

Delete




Scale node pool

default

You can scale the number of nodes in your cluster to increase
the total amount of cores and memory available for your
container applications.

Scale method (@) Manual

| Autoscale - Recommended

# This option is recommended so that the cluster is
automatically sized correctly for the current running
workloads.

Node count () {:}

Node pool capacity

Virtual machine size Standard A2 v2 (2 vcpus, 4 GIB memory)
Cores 6 vCPUs

Memory 12 GiB

Search results for ‘eks’

Services See all 10 results »

Features 13
@ Elastic Kubernetes Service ¢
The most trusted way to start, run, and scale Kubernetes

Blogs 1,192

Documentation 40,010

Conrtainers

Elastic Kubernetes Service pdd cluster g
(Amazon EKS)

Create

Fully managed Kubernetes
control plane

Amazon EKS is a managed service that makes it easy for you to use Kubernetes on AWS without needing to
install and operate your own Kubernetes control plane.




Configure cluster

Cluster configuration info

Name - Not editable after creation.
Enter a unique name for this cluster.

‘ ekspackt01 ‘

Kubernetes version Info
Select the Kubernetes version for this cluster.

‘ 1.22 v ‘

Cluster service role Info - Not editable after creation.

Select the 1AM role to allow the Kubernetes control plane to manage AWS resources on your behalf. Te create a new role, follow the
instructions in the Amazon EKS User Guide [A.

‘eksmanagementl v‘ ‘ C ‘

Secrets encryption info
Once enabled, secrets encryption cannot be modified or removed,

(P Enable envelope encryption of Kubernetes secrets using KMS
Enable envelepe encryption to provide an additional layer of encryption for your Kubernetes secrets.

Tags (0) infe

This cluster does not have any tags.

Remaining tags available to add: 50




Specify networking

Networking ifo
These properties cannot be changed after the cluster is created.

VPC  Info

Select a VPC to use for your EKS cluster resources.To create a new VPC, go to the VPC console.

|vpc—D4954c29dd81de6f6|MII(eVPC v ‘ | C ‘

Subnets Info

Choose the subnets in your VPC where the control plane may place elastic network interfaces (EMIs) to facilitate communication with your
cluster. To create a new subnet, go to the corresponding page in the VPC console.

Select subnets " | C ‘

subnet-07477bdefd5c5d09a X ‘ ‘ subnet-06881226c77590b02 X |

| subnet-029810ddf7bacd3ce X ‘ ‘ subnet-0fd98792cf3begd7d X |

subnet-0b2ag8935a65678b6d X |

Security groups  Info
Choose the security groups to apply to the EKS-managed Elastic Network Interfaces that are created in yeur worker node subnets. To create
a new security group, go to the comresponding page in the VPC console.

Select security groups v ‘ | G ‘

Choose cluster IP address family info
Specify the IP address type for pods and services in your cluster.

O IPvd4
) IPvG

(P Configure Kubernetes service IP address range Info
Specify the range from which cluster services will receive IP addresses.

Cluster endpoint access info

Configure access to the Kubernetes AP server endpoint.

O Public

The cluster endpoint is accessible from outside of your VPC. Worker node traffic will leave your VPC to connect to the endpoint.

() Public and private
The cluster endpoint is accessible from outside of your VPC. Worker node traffic to the endpoint will stay within your VPC.

() Private
The cluster endpeint is only accessible through your VPC. Werker node traffic to the endpeint will stay within your VPC.

» Advanced settings




Networking add-ons

Configure add-ons that provide advanced networking functionalities on the cluster.

Amazon VPC CNI info
Enable pod networking within your cluster.

Version
Select the version for this add-on.

v1.10.1-eksbuild.1 v

(@ This add-on will use the IAM role of the node where it runs. You can change
this add-on to use IAM roles for service accounts after cluster creation.

CoreDNS Info
Enable service discovery within your cluster.

Version
Select the version for this add-on.

v1.8.7-eksbuild.1 v

kube-proxy info
Enable service networking within your cluster.

Version
Select the version for this add-on.

‘ v1.22.6-eksbuild.1 v ‘

Cancel

Configure logging

Control plane logging info
Send audit and diagnestic logs from the Amazen EKS control plane te CloudWatch Logs.

(P API server
Logs pertaining to APl requests to the cluster.

P Audit

Logs pertaining to cluster access via the Kubernetes API.

(P Authenticator

Logs pertaining to authentication requests inte the cluster.

(P Controller manager
Logs pertaining to state of cluster controllers.

(P Scheduler

Logs pertaining to scheduling decisions.

Cancel



Overview Resources ‘ Compute

Networking Add-ons Authentication Logging Update history Tags

Node groups (0) info Edit Delete Add node group
Group name A Desired size v AMI release version A4 Launch template v Status
No node groups
This cluster does not have any node groups.
Nodes that are not part of an Amazon EKS managed node group are not shown in the AWS console.
Add node group
Nodes (0) info
Q, Filter Nodes by property or value <0
Node name A Instance type ¥ Node group ¥ Created v Status
No Nodes
This cluster does not have any Nodes, or you don't have permission to view them.
Fargate profiles (0) info Edit Delete Add Fargate profile
Profile name ry Namespaces Status

No Fargate profiles

This cluster does not have any Fargate profiles.




Chapter 3: Running Kubernetes with Other Cloud Pals

linode

Search for Lino
Linodes

Volumes
NodeBalancers
Firewalls
StackScripts

Images

Domains
Databases
Kubernetes
Object Storage
Longview

Marketplace

Account

Help & Support

Kubernetes

Need help getting started?
Learn more about getting started with LKE.

Create Cluster



Kubernetes / Create Cluster

Cluster Label

lkepacktest

Region

You can use our speedtest page to find the best region for your current location.

L= Mewark, NJ

Kubernetes Version

1.23

Add Node Pools

Add groups of Linodes to your cluster. You can have a maximum of 100 Linodes per nede pool.

Dedicated CPU

Shared CPU

High Memory

Dedicated CPU instances are good for full-duty workloads where consistent performance is important.

Plan

Dedicated 4 GB
Dedicated 8 GB
Dedicated 16 GB
Dedicated 32 GB
Dedicated 64 GB
Dedicated 96 GB
Dedicated 128 GB
Dedicated 256 GB

Dedicated 512 GB

Add Node Pools

Monthly

$30

$60

$120

$240

$480

$720

$960

$1920

$3840

Hourly

$0.045

$0.09

$0.18

50.36

$0.72

$1.08

5144

$2.88

$5.76

RAM

4GB

8 GB

16 GB

32GB

64 GB

96 GB

128 GB

256 GB

512GB

CPUs

16

32

48

50

56

64

Storage
80 GB
160 GB
320GB
640 GB
1280 GB
1920 GB
2500 GB
5000 GB

7200 GB

Add groups of Linodes to your cluster. You can have a maximum of 100 Linodes per node pool.

Dedicated CPU

Shared CPU instances are good for medium-duty workloads and are a good mix of performance, resources, and price.

Plan

Linode 2 GB

Shared CPU

Monthly

$10

High Memory

Hourly

$0.015

RAM

2GB

CPUs

Storage

50 GB

+ + + + + + + + +

Add

Add

Add

Add

Add

Add

Add

Add

Add

Add
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Cluster Summary

Linode 2 GB Plan X
1 CPU, 50 GB Storage

= 1) +

$10.00/month

Enable HA Control Plane

A high availability (HA) control
plane is replicated on multiple
master nodes to provide 99.99%
uptime, and is recommended for
production workloads. Learn more
about the HA control plane.

$60.00/month

We recommend a
minimum of 3 nodes in
A each Node Pool to avoid
downtime during
upgrades and
maintenance.

$10.00/mo /

eate Cluster




Starting at $12/mo

+ Control plane included in starting
price

Ku bern etes i n m i n utes v Erltizl:‘?|wf|gurod networking with

- . ) + Performance metrics
Create a cost-effective, ready-to-use Kubernetes cluster in

N\ A,

+ Automated upgrades

minutes so you can focus an building your application.

+ Integrated load balancers and
persistent storage

Create a Kubermnetes Cluster

AN .

Create a Kubernetes cluster

Choose a datacenter region

Your Kubernetes cluster will be located in a single datacenter.

‘ = new vork NYC1 v h

VPC network

default-nyct DEFAULT «

All resources created in this datacenter will be members of the same VPC network.

They can communicate securely over their Private IP addresses. What does this mean?
L

Select a version

Select the Kubernetes version. The newest available version is selected by default.

© Tip: We generally recommend the latest version unless your team has a specific need.
1.22.11-do.0 - Recommended -
See the DigitalOcean Kubernetes release notes @




Choose cluster capacity 7

Select a plan that best suits your w ad type. We can help you choose the right

sizing approach 8 for overall availability and performance. You can add or remove

nodes and node pools at any time.

© Important. You have reached the 3 Droplet limit on your account. Request Increase

Node pool name Machine type (Droplet) [7]

Basic nodes
ool-19kf594uk ~
p ‘ \ariable ratio of memory per shared CPU

Node plan [7]
$24/month per node ($0.036/hour) o ‘

25 GB RAM usable (4 GB Total) / 2 wCPUs Basic nodes (Premium Intel)

Variable ratio of memory per shared CPU

Basic nodes (Premium AMD}
\ariable ratio of memory per shared CPU

Add Another Node Pool

@ Add extra reliability to critical workloads

A high availability control plane @ creates multiple replicas of control plane
components which eliminates a single peint of failure and helps reduce downtime. You
can not disable this option after the cluster is created.

[[] Create cluster on a high availability control plane % $40/month ($0.06/hour)

MONTHLY RATE

$72/month  ($011/hour) B

Finalize

You can change the cluster's name, project, and tags at any time.

Name*
Can only contain lowercase alphanumeric characters and dashes.

k85-1-22-1-do-0-nycl1-1657276272558 ‘

Project

o first-project e ‘

Tags

Use tags to organize and relate resources. They are not added as labels or taints to the cluster.
Tags may contain letters, numbers, colons, dashes, and underscores.

Create Cluster «



Red Hat .
Hybrid Cloud Conscle All apps and services  ~

App services Ansible Automation
Platform

0o 123 Y4

Kafka Instances Collections Partners

OpenShift

Red Hat Insights
Red Hat Enterprise Linux

Gain increased visibility into your hybrid cloud deployments so you can impt

Ansible Automation Platform . .
increase security.

RHEL @&D

1 Create a remediation playbook

Fix issues identified by Insights on your systems.

P Get Insights for your systems

— Red Hat I d .
— Hybrid Cloud Console All'apps and services

OpenShift
Clusters

Overview

Releases

Developer Sandbox

Downloads

A Red Hat Insights




Clusters * Create

Create an OpenShift cluster

& Cloud = Datacenter O Local

Red Hat OpenShift Local | local sandbox

Create a minimal cluster on your desktop/laptop for local development and testing.

Note: Your Openshift Local installation won't appear in the OpenShift Cluster Manager unless you enable cluster monitoring and telemetry.

1 Download what you need to get started

OpenShift Local

Download and extract the OpenShift Local archive on your computer and open the installer. Opening

the installer will automatically start a step-by-step installation guide. /
Windows - x86_64 v Download OpenShift Local ’

Pull secret

Download or copy your pull secret. You'll be prompted for this information during installation.

Download pull secret W Copy pull secret

p) Follow the documentation to install OpenShift Local

Run crc setup to set up your host operating system for the OpenShift Local virtual machine.
Then, run crc start to create a minimal OpenShift 4 cluster on your computer.

View the OpenShift Local Getting started guide 4

0 mleva@littleship@l
crc start
WARN A new version (2.5.1) has been published on https://developers.redhat.com/content-gateway/file/pub/openshift-vi/clients/crc/2.5.1/cr
c-windows-installer.zip
INFO Checking if running in a shell with administrator rights
INFO Checking Windows 10 release
INFO Checking Windows edition
INFO Checking if Hyper-V is installed and operational
INFO Checking if crc-users group exists
INFO Checking if current user is in Hyper-V Admins group
INFO Checking if Hyper-V service is enabled
INFO Checking if the Hyper-V virtual switch exists
INFO Found Virtual Switch to use: Default Switch
INFO Checking if vsock is correctly configured
INFO Loading bundle: crc_hyperv_d4.10.3_amdéd. ..
INFO Starting CodeReady Containers VM for OpenShift 4.10.3...
INFO CodeReady Containers instance is running with IP 127.0.0.1
INFO CodeReady Containers VM is running
INFO Check internal and public DNS query...
INFO Check DNS ry from host...




Red Hat .
Hybrid Cloud Console All apps and services =

App services Ansible Automation
Platform

0] 123 57

Kafka Instances Collections Partners

OpenShift ?

Red Hat Enterprise Linux

Red Hat Insights

Gain increased visibility into your hybrid cloud deployments so you can imp

Ansible Automation Platform . .
increase security.

RHEL &D

2 Create a remediation playbook

Fix issues identified by Insights on your systems.

P Get Insights for your systems

Red Hat
Hybrid CIou%Conscle

All apps and services ¥
Openshift

Clusters h O

Overview No OpenShlft clusters to dlsplay

The Red Hat OpenShift Cluster Manager helps you create, register, and manage
OpenShift 4 clusters. To get started, create your first cluster.

Developer Sandbox
Create cluster

Releases

Downloads

Register cluster View cluster archives Assisted Installer clusters



& Cloud

Active subscriptions

= Datacenter

Offerings Purchased through
~ Red Hat OpenShift Dedicated Trial ~ Red Hat
Managed services
Create clusters in the cloud using a managed service.
Offerings Purchased through
| ]
> | Azure Red Hat Openshift Microsoft Azure
y O Red Hat OpenShift on IBM Cloud 1BM
aws X . .
> ~" Red Hat OpenShift Service on AWS Amazon Web Services
(ROSA)

Create a ROSA Cluster

2

Accounts and roles

Welcome to Red Hat OpenShift Service on AWS (ROSA)

Cluster settings >
Networking >

Cluster roles and
policies

Cluster updates

Review and create

« Enable ROSA in the AWS Console.

v Prerequisites

« Ensure you have available AWS quota.

Available on AWS and GCP

Flexible hourly billing

Flexible hourly billing

Flexible hourly billing

Before continuing, complete all prerequisites:

« Review and configure the AWS prerequisites for STS with ROSA.

0O Local

Get started

Create trial cluster

View your available quota =

Get started

Try iton Azure

Tryiton IBM

&

Create cluster

Create a managed OpenShift cluster on an existing Amazon Web Services (AWS) account.

« Install and configure the latest AWS, ROSA, and oc CLIs on your workstation (recommended).

[J I've read and completed all the prerequisites and am ready to continue creating my cluster. «

Acknowledge that you have read and completed all prerequisites.

AWS account

Use an AWS account that is linked to your account. Alternatively, create an AWS account and validate

all prerequisites.

Associated AWS account * @

Select an account

Next

Back Cancel



o Cluster settings v
Details
Machine pool
3 Networking >

4 Cluster roles and
policies

5 Cluster updates

6 Review and create

Cluster name * @

packtopenshift []
Version *

410.20 -
Region * @

us-east-1, US East, N. Virginia -
Availability *

® Singlezone @ (O Multi-zone @
Monitoring
Enable user workload monitoring @
Menitor your own projects in isolation from Red Hat Site Reliability Engineering (SRE) platform metrics.

Encryption

o The cloud storage for your cluster is encrypted at rest.

Learn more £

[ Enable additional etcd encryption @
Additional encryption of OpenShift and Kubernetes AP| resources.

[ Encrypt persistent volumes with customer keys @
Use a custom AWS KMS key for AWS EBS volume encryption instead of your default AWS KMS key.

Next Cancel

Create a ROSA Cluster

1 Accounts and roles
o Cluster settings
Details
Machine pool
3 Networking

4 Cluster roles and
policies

5 Cluster updates

6 Review and create

Default machine pool

Select a compute node instance type and count for your default machine pool.
After cluster creation, your selected default machine pool instance type is permanent.

Compute node instance type * ®

mb.xlarge - 4 vCPU 16 GiB RAM hd

Autoscaling @

Enable autoscaling
Minimum node count * Maximum node count *®

- 2+ - 3 4+

» Edit node labels

Next Cancel



1 Accounts and roles Networking configuration

2 Cluster settings > Configure network access for your cluster.
© Networking v Cluster privacy
Configuration Install your cluster with all public or all private AP| endpoint and application routes.
CIDR ranges @ Public

4 Cluster roles and

policies

Access Kubernetes API endpoint and application routes from the internet.

O Private
Access Kubernetes API endpoint and application routes from direct private connections only.

5 Cluster updates

Virtual Private Cloud (VPC)

6 Review and create

1 Accounts and roles

2 Cluster settings
3 Networking

o Cluster roles and

policies
5 Cluster updates

6 Review and creat

Accounts and roles
2 Cluster settings
3 Networking

4 Cluster roles and

policies
° Cluster updates

6 Review and create

e

»

>

By default, a new VPC will be created for your cluster. Alternatively, you may opt to install to an existing VPC below.

[ Install into an existing VPC

[ Configure a cluster-wide proxy
Enable an HTTP or HTTPS proxy to deny direct access to the internet from your cluster.

Back Cancel

Cluster roles and policies
> Choose the preferred mode for creating the operator roles and OIDC provider. Learn more about ROSA roles [

> © Manual
You can choose from two options to manually generate the necessary roles and policies for your cluster operators and the OIDC provider: ROSA CLI commands, or

AWS CLI commands. You must complete one of those options after cluster review for your cluster to complete installation.

@ Auto

Immediately create the necessary cluster operator roles and OIDC provider. This mode requires an admin privieged OCM role.

Name operator roles

To easily identify the Operator IAM roles for a cluster in your AWS account, the Operator role names are prefixed with your cluster name and a random
4-digit hash. You can optionally replace this prefix.

Custom operator roles prefix (@

packtopenshift-I7sw

Maximum 32 characters. Changing the cluster name will regenerate this value.

Cancel

Cluster update strategy
Note: In the event of Critical security concerns [ (CVESs) that significantly impact the security or stability of the cluster, updates may be automatically scheduled by Red Hat SRE to
the latest z-stream version not impacted by the CVE within 48 hours after customer notifications.
@ Individual updates
Schedule each update individually. Take into consideration end of life dates from the lifecycle policy (£ when planning updates

(O Recurring updates

The cluster will be automatically updated based on your preferred day and start time when new patch updates (z-stream () are available. When a new minor version is available, you'll be notified and must
manually allew the cluster to update to the next minor version.

Node draining
‘You may set a grace period for how long pod disruption budget-p rkloads will be resp d during updates. After thi: period, any workloads pi d by pod
disruption budgets that have not been successfully drained from a node will be foreibly evicted.

Cancel



Chapter 4: The On-Prem Kubernetes Reality Check

IR et describe deployment nginx-deployment]
Name: nginx-deployment
Namespace: default
CreationTimestamp: Fri, 22 Jul 2022 06:31:07 -0400
Labels: <nohe>
Annotations: deployment.kubernetes.io/revision: 1
Selector: app=nginxdeployment
Replicas: 2 desired | 2 updated | 2 total | 2 available | @ unavailable
StrategyType: RollingUpdate
MinReadySeconds: ]
RollingUpdateStrategy: 25% max unavailable, 25% max surge
Pod Template:
Labels: app=nginxdeployment
Containers:
nginxdeployment:
Image: nginx:latest
Port: 8@/TCP
Host Port: @/TCP
Environment: <none>
Mounts: <hone>
Volumes: <none>
Conditions:
Type Status Reason
Available True MinimumReplicasAvailable
Progressing True NewReplicaSetAvailable
OldReplicaSets: <none>
NewReplicaSet: nginx-deployment-588c8d7b4b (2/2 replicas created)
Events:
Type Reason Age From Message

Normal ScalingReplicaSet 3ml@s deployment-controller Scaled up replica set nginx-deployment-588c8d7b4b to 2

10608 12:42:34.194982 1 controller.go:884] Started provisioner controller k8s.io/minikube-hostpath_minikube_f128d371-5449-
!

==== END logs for container storage-provisioner of pod kube-system/storage-provisioner ====
{
"kind": "EventList",
"apiVersion": "v1",
"metadata”: {
"resourceVersion": "1851361"

L

"metadata": {
"name": "nginx-deployment-588c8d7b4b-wmg9z.1704201c144e865¢e",
"namespace": "default",
"uid": "6130e548-9297-410a-b69b-692254752795",
"resourceVersion": "1851039",
"creationTimestamp": "2022-07-22T10:31:072"
1,
"involvedObject": {
"kind": "Pod",
"namespace”: "default",
"name": "nginx-deployment-588c8d7b4b-wmg9z",
"uid": "@6fb@2a9-64ca-47ac-aeca-bfb3e9bbb552",
"apiVersion": "v1",
"resourceVersion": "1851033"
1,
"reason": "Scheduled",
"message”: "Successfully assigned default/nginx-deployment-588c8d7b4b-wmg9z to minikube",
"source": {
"component"”: "default-scheduler"
1,
"firstTimestamp": "2022-07-22T10:31:07Z2",
"lastTimestamp": "2022-07-22T10:31:072",
"count": 1,
"type": "Normal",
"eventTime": null,
"reportingComponent"
"reportinaTnstance":




- ~ kubectl logs nginx-deployment-588c8d7b4b-wmg9z

/docker-entrypoint.sh: /docker-entrypoint.d/ is not empty, will attempt to perform configuration
/docker-entrypoint.sh: Looking for shell scripts in /docker-entrypoint.d/
/docker-entrypoint.sh: Launching /docker-entrypoint.d/1@-listen-on-ipv6-by-default.sh
10-listen-on-ipv6-by-default.sh: info: Getting the checksum of /etc/nginx/conf.d/default.conf
10-listen-on-ipv6-by-default.sh: info: Enabled listen on IPv6 in /etc/nginx/conf.d/default.conf
/docker-entrypoint.sh: Launching /docker-entrypoint.d/2@8-envsubst-on-templates.sh
/docker-entrypoint.sh: Launching /docker-entrypoint.d/3@-tune-worker-processes.sh
/docker-entrypoint.sh: Configuration complete; ready for start up

2022/07/22 10:31:12 [notice] 1#1: using the "epoll" event method

2022/07/22 10:31:12 [notice] 1#1: nginx/1.23.1

2022/07/22 10:31:12 [notice] 1#1: built by gcc 10.2.1 2821011@ (Debian 18.2.1-6)

2022/07/22 10:31:12 [notice] 1#1: 0S: Linux 5.10.104-1inuxkit

2022/07/22 1@:31:12 [notice] 1#1: getrlimit(RLIMIT_NOFILE): 1048576:1048576

2022/07/22 1@:31:12 [notice] 1#1: start worker processes

2022/07/22 10:31:12 [notice] 1#1: start worker process 32

2022/07/22 10:31:12 [notice] 1#1: start worker process 33

2022/07/22 10:31:12 [notice] 1#1: start worker process 34

2022/07/22 1@:31:12 [notice] 1#1: start worker process 35

Mu-EQUINIX METAL Q
& mike-test Servers - IPs & Networks ~ Project Settings
On Demand
Deploy On Demand Servers
Reserved
Spot
Deploy On Demand Servers & Leam about our Servers

Select Location

Amsterdam (AM) Chicago (CH) Dallas (DA) Frankfurt (FR) Hong Ko >
— | =
— = é =

Selected: Dallas

Select Your Server

c3.small.x86 c3.medium.x86 m3.small.x86 s3.xlarge.x86 c3.large.
$1.50 / hour $2.9 $2.51 ]

X Intel(R) Xeon(R) E-2278G CPU & x AMD EPYC 7402P 24-Core X Intel Xeon E-2378G CPU @ 2x Intel(R) Xeon(R) Silver 4214 1x Ampere #
3.40GHz Processor 280GHz CPU @ 2.20GHz processor @
2x48068 55D 2 24068 55D 2148068 550 2x96068 55D 2x 96068 N )
32GB RAM 2x 4B0GB SSD B64GB RAM 2% 240GB NVME 256GB RAN
2x10Gbps 64GE RAM 2% 25Gbps 12x 8TB HDD 2x 25Gbps

2% 10Gbps 192GB RAM
2x10Gbps

Mu-EQUINIX | METAL

)

& mike-test Servers v IPs & Networks v Project Settings

iy« @ Start Deploylngl & Learn about Servers

Let’s deploy a server so you can start experiencing all of the benefits of bare metal, with the
flexibility of hourly billing and 100% automated deployments.




(M openmetal B Documentation @ support A @

Michael Levan Evaluation st
CIOUd clouddev.engineering

Michael Levan Evaluation Cloud® Status -

& MyCloud 4 | Great! Your cloud is up and running. To get started you'll need to SSH into your server and retrieve your
OpenStack Horizon credentials. Follow the steps below to continue.

om
Assets o
o= Access Details
an Team : . < i ¥
The admin password is available on any of your hardware nodes. To begin, SSH into one of the cloud's servers.
For example:
0 Support

Once you are logged in to the server, run this command:

B Requests
° Settings } . .

The password will be shown in the output as exemplified below:
B ooasos e ——————

If you need more help, reference this Getting Started guide.
E Horizon

(& Cloud Management Dashboard
o5
fropenstack. maamin~ & admi

Project v

Project / Compute / Overview
AP| Access

Compute v OVEWieW

instences  Limit Summary

images ~ Compute

e 4 h y

Server Groups

Volumes > Instances VCPUs RAM
Used 1 of 10 Used 4 of 20 Used 4GE of 50GB
Container Infra >
Volume
Network > '
Orchestration >
Object Store > Volumes olume Snapshots Volume Storage
N Used 1 of 10 Used 0 of 10 Used 10GB of 1000GB
Admin >
Network
Identity >
Floating IPs Security Groups Security Group Rules Networks Ports Routers

Allocated 1 of 50 Used 7 of 10 Used 45 of 100 Used 2 of 100 Used 6 of 500 Used 1 of 10



Chapter 5: Deploying Kubernetes Apps Like a True Cloud
Native

The Deployment Controller

Deployment confirms that the current
Controller state of a Deployment
is the desired state
The Deploymentis a
higher-level controller for Pods Deployment

pod1 pod3

[ N N ] michael@michaels-MB

argocd argocd-application ol @ Running
argocd-appl ionset t 6b59 Running
argo . b Running
: 5 Running
d-redis-ha-hapr ; [ Pending
argocd argocd-redis-ha-hapro» 45 Running
argocd argocd-redis-ha-hapro / [ Pending
argocd argocd-redis-ha-serv g Running
Pending
Pending
Running
argocd argocd-s ) [ Pending
argocd argocd-serv : ) : Running 3h ago) 4d19h
ng eplo - Running 7 54m
default ngi eplo E-1 Running Z 54m
default Running ‘] 62m
kub ; { s 5 Running
Running
Running
Running
Running
Running
provisioner Running
0 ager-main-@ Running
onitoring alertmanager-main-1 Running
monitoring r-main-2 Running
monitoring b Running
itoring Running
ring <ube-stc etric BE tzzjv Running
onitoring ter-b7? Running
monitoring prometheus-adap p46bdc-6n8zn Running
monitoring P theus-ada r Running
onitorin prometheus-kés Running
i prometheus s-1 Running
prometheus-operator-5 Running




10.0.0.6

10.0.0.5

Deployment




Chapter 6: Kubernetes Deployment — Same Game, Next

Level

~ mychart
> charts

v templates
> tests

® _helpers.tpl

hpa.yaml
ingress.yaml
NOTES.txt

£ service.yaml

> charts

> templates
.helmignore
Chart.yaml
values.yaml

if not .Values.autoscaling.enabled
replicas: {{ .Values.replicaCount }}
end
selector:
matchLabels:
include "mychart.selectorLabels” . | nindent 6
template:
metadata:
with .Values.podAnnotations
annotations:
toYaml . | nindent 8
end

= serviceaccount.yaml labels:

.helmignore
! Chart.yaml
!I' values.yaml
> nginx
> testchart
¥ lab.md

mychart

> charts

> templates
.helmignore

I' Chart.yaml

> nginx

> testchart

kustomize
README.md

include "mychart.selectorLabels” . | nindent 8
spec:
with .Values.imagePullSecrets
imagePullSecrets:
toYaml . | nindent 8
end

serviceAccountName: {{ include "mychart.serviceAccountName" . }]

service:
type: ClusterIP
port: 80

ingress:
enabled: false
className: "™
annotations: {}

hosts:
— host: chart—example. local
paths:
-~ path: /
pathType: ImplementationSpecific

LR S
B W= ® WO

oun
[ ) e Y

o




v kustomize

v overlays
> dev
> prod
> staging

v kustomize

opase ]
v overlays

v dev

I' kustomization.yaml

> prod
> staging

apiVersion: kustomize.config.k8s.1io0/vlbetal
kind: Kustomization
resources:

- ../../base/

replicas:
- name: nginx-deployment
count: 1

v kustomize

v base




- dev [main] = kubectl kustomize
apiVersion: apps/vl

kind: Deployment

metadata:

replicas: 1
selector:
matchLabels:
app: nginxdeployment
template:
metadata:
labels:
app: nginxdeployment
spec:
containers:
image: nginx:latest
name: nginxdeployment
ports:
— containerPort: B0

kubectl port-forward -n argocd service/argocd-server :80

kubectl (kubectl)

table/mani call. yaml

rba
e.rbac
.rba

bac .authorization.
.rbac.authorization




Applications

+ NEW APP & SYNC APPS C' REFRESH APPS Q Search applications / o)

No applications yet

Create new application to start managing resources in your cluster

CREATE APPLICATION

WARNING: server certificate had error: x509: i te is not trusted. Proc

Password:
'admin:login' logged in successfully
Context '127.0.0.1:59341"' updated

GROUP  KIND NAMESPACE  NAME STATUS HEALTH HOOK MESSAGE
Namespace sock-shop sock-shop Running Synced namespace/sock-shop configured. Warning: resource name
aces/sock-shop is missing the kubectl.kubernetes.io/last-applied-configuration annotation which is required by apply. apply
ould only be used on resources created declaratively by either create --save-config or apply. The missing annotation will be
atched automatically.
Service sock-shop carts-db Synced Healthy service/carts-db created
Service hop carts Synced Healthy service/carts created
Service user-db Synced Healthy service/user-db created
Service p rabbitmg Synced Healthy service/rabbitmg created
Service shipping Synced Healthy service/shipping created
Service payment Synced Healthy service/payment created
Service sock-shop queue-master Synced Healthy service/queue-master created
Service sock-shop catalogue Synced Healthy service/catalogue created
Service saock-shop session-db Synced  Healthy >ssion-db created
Service saock-shop orders Synced  Healthy service/orders created
Service sock-shop catalogue-db Synced Healthy service/catalogue-db created
Service sock-shop orders-db Synced  Healthy service/orders-db created
Service sock-shop front-end Synced  Healthy service/front-end created
Service sock-shop user Synced  Healthy service/user created
Deployment sock-shop carts-db Synced  Progressing deployment.apps/carts-db created
Deployment sock-shop carts Synced  Progressing deployment.apps/carts created
Deployment sock-shop u: Synced  Progressing deployment.apps/user created
Deployment sock-shop user-db Synced  Progressing deployment.apps/user-db created
Deployment sock-shop catalogue-db Synced  Progressing deployment. apps/catalogue-db created
Deployment sock-shop rabbitmg Synced  Progressing deployment.apps/rabbitmg created
Deployment sock-shop orders Synced  Progressing deployment.apps/orders created
Deployment sock-shop front-end Synced  Progressing deployment.apps/front-end created
Deployment sock-shop payment Synced  Progressing deployment. apps/payment created
Deployment -shop session-db Synced  Progressing deployment.apps/session-db created
Deployment -shop queue-master Synced Progressing deployment.apps/queue-master created
Deployment -shop shipping Synced  Progressing deployment.apps/shipping created
Deployment sock-shop orders-db Synced  Progressing deployment.apps/orders-db created
Deployment sock-shop catalogue Synced  Progressing deployment.apps/catalogue created
Namespace sock-shop Synced




Applications | Q socks

© APP DETAILS B APP DIFF & SYNC O SYNC STATUS D HISTORY AND ROLLBACK © DELETE C' REFRESH +

APP HEALTH CURRENT SYNC STATUS ("MORE ) LAST SYNC RESULT ("MORE )

(O Progressing & Synced To HEAD (9bffa02) & Sync OK To 9btfa02

Succeaded a few seconds ago (Sun Sep 04 2022 11:59:07 GMT-0400)

Author. Daniel Holbach <danml@we_ne.wnrk;w - Author Daniel Holbach <daniel@weave.workss -

Comment Merge pull request #872 from jrryjcksn/master puthor, o s i Ao

Y FILTERS
= B @ & [100%
NAME a
NAME
N sock-shop s
e -
KINDS - . carts :
vo -
KINDS
& carts-db H
" ik wo :
sve
SYNC STATUS -

&_ catalogue s
0 @ synced 29 = > wo :

O © outofsyne 0

. ; catalogue-db :
o *

HEALTH STATUS a
&_ front-end .
7T H
[0 # Healthy 18 e b
O O Progressing 10 ] &IJ- orders :
[ % Degraded 0 e O
[ © suspended 0 " ‘_P orders-db '
- vo .
[ @ Missing 0 e
71 @ unknown 0 . T payment H

NAME STATUS RESTARTS  AGE
nginx—deployment-78bb975ccb-116nt ErrImagePull @ 12s
nginx—deployment-78bb975cchb—-wl898 ErrImagePull @ 12s

Conditions:
Type Status
Initialized True
Ready False
ContainersReady False
PodScheduled True
Volumes:
kube-api-access-9f4gz:
Type: Projected (a volume that contains injected data from multiple sources)
TokenExpirationSeconds: 3687
ConfigMapName: kube-root-ca.crt
ConfigMapOptional: <nil>
DownwardAPI : true
QoS Class: BestEffort
Node-Selectors: <none>
Tolerations: node. kubernetes.io/not-ready:NoExecute op=Exists for 30@s
node. kubernetes. io/unreachable:NoExecute op=Exists for 3@@s
Events:
Type Reason Age From Message
Normal Scheduled 3mls default-scheduler Successfully assigned default/nginx-deployment-78bb975ccb-116nt to minikube
Normal Pulling 83s (x4 over 3m) kubelet Pulling image "nginx:lates"
Warning Failed 83s (x4 over 3m) kubelet Failed to pull image "nginx:lates": rpc error: code = Unknown desc = Error
response from daemon: manifest for nginx:lates not found: manifest unknown: manifest unknown
Warning Failed 83s (x4 over 3m) kubelet Error: ErrImagePull
Warning Failed 71s (x6 over 2m59s) kubelet Error: ImagePullBackOff
Normal BackOff 59s (x7 over 2m59s) kubelet Back-off pulling image "nginx:lates"

m server (BadRequest
t-78bb975ccb-116 is waiting pull image

-~ kubernetes-examples [main] s kubectl get service

NAME TYPE CLUSTER-IP EXTERNAL-IP  PORT(S) AGE
kubernetes ClusterIP 10.96.0.1 <none> 443/TCP 87m
nginxservice LoadBalancer 10.110.183.138 <pending= 80:30702/TCP  74m
-~ kubernetes-examples [main] s




/ # nslookup nginxservice
Server: 10.96.0.10
Address 1: 10.96.0.18 kube-dns.kube-system.svc.cluster.local

Name: nginxservice
Address 1: 10.110.183.138 nginxservice.default.svc.cluster.local

/ # nslookup nginxservice.default.svc.cluster.local
Server: 10.96.08.18
Address 1: 18.96.08.18 kube-dns.kube-system.svc.cluster.local

Name: nginxservice.default.svc.cluster.local
Addriss 1: 18.118.183.138 nginxservice.default.svc.cluster.local
!/ #

« kubernetes-examples [main] # kubectl get service nginxservice -o json

"apiVersion": "v1",
"kind": "Service",
"metadata": {
"annotations": {
""kubectl.kubernetes.io/last-applied-configuration": "{\"apiVersion\':\"v1\",\"kind\":\"Service\",\"metadata\":{\"annotations\'":
},\"name\":\"nginxservice\",\"namespace\" :\"default\"},\"spec\" : {\"ports\": [{\"port\":80,\"protocol\" :\"TCP\"}],\"selector\" : {\"app\" :\"ngi
xdeployment\"},\" type\":\"LoadBalancer\" }\n"

"creationTimestamp": "2022-89-09T12:43:262",
"name": 'nginxservice",

"namespace': "default",

"resourceVersion": "1868",

"uid": "@96e2852-d486-4d2d-a34a-8952f38achc5”

"allocateloadBalancerNodePorts": true,
"clusterIP": "10.110.183.138",
"clusterIPs": [

"10.116.183.138"
]

"externalTrafficPolicy": "Cluster",
"internalTrafficPolicy": "Cluster",
"ipFamilies": [

"IPv4"
]

"ipFamilyPolicy": "SingleStack",
"ports": [

"nodePort": 30702,
"port': B0,

- kubernetes-examples [main] 5 kubectl get pods -1 app=nginxdeployment
NAME READY  STATUS RESTARTS  AGE
nginx-deployment-588c8d7bdb-6zxth  1/1 Running @ 83m
nginx—deployment-588cBd7bdb-Owtd8 1/1 Running @ 83m

- kubernetes-examples :




- kubernetes-examples [main] 5 kubectl describe deployment nginx-deployment
Name: nginx-deployment
Namespace: default
CreationTimestamp: Fri, 089 Sep 2022 08:43:26 -0400
Labels: <none>
Annotations: deployment.kubernetes.io/revision: 1
Selector: app=nginxdeployment
Replicas: 2 desired | 2 updated | 2 total | 2 available | @ unavailable
StrategyType: RollingUpdate
MinReadySeconds: ]
RollingUpdateStrategy: 25% max unavailable, 25% max surge
Pod Template:
Labels: app=nginxdeployment
Containers:
nginxdeployment:
Image: nginx: latest
Port: 80/TCP
Host Port: B/TCP
Environment: <none>
Mounts: <none=
Volumes: <none=
Conditions:
Type Status Reason
Available True MinimumReplicasAvailable
Progressing True NewReplicaSetAvailable
OldReplicaSets: =none=
MNewReplicaSet: nginx-deployment-588c8d7bdb (2/2 replicas created)
Events: <none=

- aks [main] # kubectl port-forward service/aks-helloworld-one :80
Forwarding from 127.0.0.1:55319 —> 80
Forwarding from [::1]:55319 —> 80

@ 127.0.01

Welcome to Azure Kubernetes Service (AKS)

a
Aawa
aw
awa

¥
0p
B



Chapter 7: Kubernetes Monitoring and Observability

oo aksenvironmentO1

Hnpup .
Ku bernetes service

I.1 Properties

Locks

Monitoring

Insights

Alerts

Metrics

Diagnostic settings
Advisor recommendations
Logs

Workbooks

aksenvironment01

Overview
Activity log
Access control (IAM)
Tags
2 Diagnose and solve problems

Microsoft Defender for Cloud

Kubernetes resources

& Namespaces

"is Workloads

% Services and ingresses

& Storage

Create art [ ] Stop Delete () Refresh 2 Give feedback
i Creating

“ Essentials
lasaservic on H !
: Creating (Running)

: East US

Getstarted  Properties  Monitoring  Capabilities (3) Recommendations Tutorials

Key Metrics s:




Show data for last:

Node pool CPU (average) Node pool network in (average)

100% 1008
80% 80B
60B
40B
20B

0% (0):]
T 0 I T T 1 T [
11 AM 11:15 AM 11:30 AM 11:45 AM  UTC-04:00 1AM 11:15 AM 11:30 AM 11:45 AM  UTC-04:00

CPU Usage Percentage (Avg) Network In Bytes (Avg)
aksenvironment01 aksenvircnment01

Node pool network out (average) Node pool disk bytes (average)

100B 1008

80B 80B

-~ stress_testing [main] # kubectl top pod nginx—deployment-588c8d7b4b-5f1lw ——namespace=default

NAME CPU{cores) MEMORY(bytes)
nginx-deployment-588c8d7b4b-5f1lw  @m IMi
- stress_testing [main] 5

running (@m31.0s), 000/10@ VI 2930 complete and @ interrupted iterations

default « [ = ] 100 VUs 30s
data_received
data_sent
http_req_blocked.
http_req_connecting
http_req_duration C iz
{ expected_response:true }..
http_req_failed.. : :
http_req_receiving
http_req_sending
http_req_t1ls_handshaking
http_req_waiting.
http_regs . el 2
iteration_duration . . 5 ] 5 1.79s p(95)=1
iterations
vus
VUus_max

- kubernetes-examples [main] 5 kubectl top pod nginx-deployment-588c8d7b4b-5f1lw ——namespace=default

NAME CPU(cores)  MEMORY(bytes)
nginx-deployment-588c8d7b4b-5f1lw  @m 3Mi

Pods

Memory Usage

Name Namespace Images Labels Node Status  Restarts CPU Usage (cores) (bytes)

e oot app: nginxdeployment
y t-
PY nginx-deploymen

588c8d7bab-5Alw default nginx:latest pod—temflatehash: 58 minikube Running 0 0.00m _
8c8d7bdb

app: nginxdeployment

default nginx:latest pod-template-hash: 58 minikube Running 0 0.00m

8c8d7b4b

® nginx-deployment-
588cBd7b4b-6dm7m



Q Prometheus Alerts Graph Status~ Help

Service Discovery

kubernetes-apiservers [Showmors
kubernetes-service-endpoints [showmere
kubernetes-service-endpoints-slow [Showmore

kubernetes-pods |show less

Discovered Labels

_address, 172.17.0.5:80"
__meta_kubernetes_namespace="default"
__meta_kubernetes_pod_container_i 'false"
__meta_kubernetes_pod_container_name="]%[1’.deployment"
__meta_kubernetes_pod_container_port_number="80"
__meta_kubernetes_pod_container_port_protocol="TCP"
__meta_kubernetes_pod_controller_kind="ReplicaSet"
__meta_kubernetes_pod_controller_name="{i-deployment-588c8d7b4b"
—meta_kubernetes_pod_host_ip="192.168.49.2"
__meta_kubernetes_pod_ip="172.17.0.5"
__meta_kubernetes_pod_label_app="[Flideployment"
__meta_kubernetes_pod_label_pod_template_hash="588c8d7b4b"

@ IfEverythingisa.. [l Demo-Apps il ngi xl @ Consulting = Dashboard - Micr... B Home

g Prometheus Alerts Graph Status~ Help

@ Uselocaltime @ Enable query history
Q | kube_service_info ©® Execute
Table

<

kube_service_info{app_kubernetes_io_component="metrics", app_kubernetes_io_instance="prometheus",
app_kubernetes_jo_managed_by="Helm", app_kubernetes_io_name="kube-state-metrics", app_kubernetes_jo_part_of="kube-state-metrics",
app_kubernetes_jo_! i 0.105.171.48", helm_sh_cha ube-state-metrics-4.13.

job="kubernetes-service-endpoints", namespace="default", node="minikube", service="prometheus-node-exporter", uid="ffee43fb-ab8d-4a66-9809-
5{153db0062¢"}

kube_service_info{app_kubernetes_io_component: etrics", app_kubernetes_io_instance="prometheus",
app_kubernetes_io_managed_by="Helm", app_kubernetes_io_name="kube-state-metrics", app_kubernetes_io_part_of="kube-state-metrics",
app_kubernetes_io_version="2 ", cluster_j 0.105.242.252", helm_sh_cha ube-state-metrics-4.13.0", instance="172.17. 080"
job="kubernetes-service-endpoints", namespace="default", node="minikube", servic: rometheus-kube-state-metrics", uid="3d80a393-aab5-4cf0-
ac4b-9eaca80ac9d4"}

kube_service_info{app_kubernetes_io_component="metrics", app_kubernetes_io_instance="prometheus",
app_kubernetes_jo_managed_by="Helm", app_kubernetes_io_name="kube-state-metrics", app_kubernetes_jo_part_of ube-state-metrics",
app_kubernetes_io_version="2.5.0", cluster_ip="10.105.255.209", helm_sh_chart="kube-state-metrics-4.13.0", instance="172.17.0.8:8080",
job="kubernetes-service-endpoints", namespace="kubernetes-dashboard", node="minikube", service="dashboard-metrics-scraper", uid="2356d846-
eBb5-41da-abc3-e2b9c265443b"}

kube_service_info{app_kubernetes_jo_component="metrics", app_kubernetes_jo_instance="prometheus",
app_kubernetes_io_managed_by="Helm", app_kubernetes_io_name="kube-state-metrics", app_kubernetes_io_part_of="kube-state-metrics",
app_kubernetes_jo_version="2. cluster_j| 0.107.73.252", helm_sh_chart="kube-state-metrics-4.13.0", instance="172.17.0.8:8080",
job="kubernetes-service-endpoints", namespace="kube-system", node="minikube", service="metrics-server", uid="74a693ca-8160-44ab-b65¢c-
7600f4faba4s8"}

kube_service_info{app_kubernetes_io_component: etrics", app_kubernetes_io_instance="prometheus",
app_kubernetes_jo_managed_by="Helm", app_kubernetes_io_name="kube-state-metrics", app_kubernetes_jo_part_of="kube-state-metrics",
app_kubernetes_jo_version="2.5.0", cluster_ip="10.109.190.63", helm_sh_chart="kube-state-metrics-4.13.0", instance="172.17.0.8:8080",
job="kubernetes-service-endpoints", namespace="default", node="minikube", service="Ftiservice", uid="1896b66a-219d-4091-ad2e-4e5f129d83a1"}




Automatically selected the docker driver
Starting control plane node minikube in cluster minikube
Pulling base image
Creating docker container (CPUs=2, Memory=400@0MB) ...
Preparing Kubernetes v1.23.1 on Docker 20.10.12
kubelet.housekeeping-interval=5m
Generating certificates and keys

Booting up control plane
Configuring RBAC rules
Verifying Kubernetes components...
= Using image gcr.io/k8s-minikube/storage-provisioner:v5
Enabled addons: default-storageclass, storage-provisioner
Done! kubectl is now configured to use "minikube" cluster and "default" namespace by default

kubernetes default - Q  Search + A

Workloads N

There is nothing to display here

Cron Jobs You can deploy a containerized app, select other namespace or take the Dashboard Tour @ to learn more.
Daemon Sets

Deployments

Jobs

Pads

Replica Sets

Replication Controllers

Stateful Sets
Service N

Ingresses

Services
Config and Storage

Config Maps
Persistent Volume Claims &

Secrets

kubernetes kube-system Q. Search

= Workloads > Deployments

Workloads N Deployments

Cron Jobs
Name Images Labels
Daemon Sets

Deployments ® coredns kBs.gerio/coredns/coredns:v1.8.6 k8s-app: kube-dns
Jobs

Pods

Replica Sets

Replication Controllers



kubernetes kube-system - Q Search + A

= Workloads

i Workload Status -
Cron Jobs
Daemon Sets
Deployments
Jobs
Pods
Replica Sets

Replication Controllers

Stateful Sets Running: 1 Running: 1
Service N Daemon Sets Deployments
Ingresses
Services
Config and Storage
Config Maps »
Persistent Volume Claims
Secrets N
Sioeage Classes Running: 7 Running: 1
aemon Sets
Name Images Labels Pods
[ ] kube-proxy k8s.ger.io/kube-proxy:v1.23.1 k8s-app: kube-proxy 171
eployments
Name Images Labels Pods
® coredns k8s.ger.io/coredns/coredns:v1.8.6 k8s-app: kube-dns 1/1
ods
Name Images Labels Node Status Restarts CPU Usage (cores)
k8s-app: kube-dns
~ ! kBs.gcr.io/coredns/cored . .
®  coredns-64897985d-v9j6b nsvig 6 pod-template-hash: 6489 minikube Running 0O
7985d
controller-revision-hash: 8
485885f8b
® kube-proxy-lsk69 Iéggigcr.lol kube-proxy:v1. k8s-app: kube-proxy minikube Running 0O -
pod-template-generatio
n:1
addonmanager.kubernete

ger.io/k8s-minikube/stora Ll AT LoD

®  storage-provisioner ge-provisionerys

minikube Running 1 -
integration-test: storage-p

rovisioner



e Lubernetes C

e aksenvironment01 | Onboarding

Kubernetes se

storage

E Configuration

Settings
[ ] Node pools

&% Cluster configuration

Onboarding to Azure Monitor for containers
B Networking

) . With Azure Kubernetes Service, you will get CPU and memory usage metrics for each node. In addition, you can
# Open Service Mesh enable container monitoring capabilities and get insights into the performance and health of your entire Kubernetes

Gitops cluster.

Deployment center (preview) Billing when using application and infrastructure monitoring is based on the amount of data ingested and your data
retention settings.
#h Automated deployments
(preview)

Policies
I.1 Properties

Locks
rkspace-220284d2
Monitoring
Use mana identity (preview)

¥ Insights

M Alerts ¢ Configure azure monitor

Metrics

e 1ment01

@ aksenvironment01 | Insights

Kubernetes
earch « resh | View All Clusters Recommended a (Preview) ‘ |

i Cuerview The Container Ins gent name will change. Please update your alerts and scripts. Read mora |

Bl Activity log

Access control (1AM Time range = Last 6 hours *y Add Filter ) Li off
# Tags What's new Cluster Reports Nodes Controllers Containers
/* Diagnose and selve problems

Node CPU U Ai 95th Node Memory Utilization %
® Microsoft Defender for Cloud A Avg | Min | 50th | 90th | 95th | M o gmn:.hm; Y

Percentage of Total capac Avg | Min | 50th | 80th | 95th | Max
Kubernetes resources
Percentage of al capacity (memory

100%

B Namespaces
Workloads

% Services and ingresses

B Storage

® Configuration

Settings

[] Node pools i 1

% Cluster configuration 24.714 25.53.

B Networking




esh View All Clusters Recommended alerts (Preview) | ‘

The Container Insights agent name will change. Please update your alerts and scripts. Read more b

Time range = Last 6 hours *y Add Filter
What's new Cluster Reports MNodes Coar

Search by name... Metric: | CPU Usage (millicores) ~ Min | Avg | 50th | 90th | 95th | Max

22 itel
Status 95th Restarts UpTime Trend 95th % (1 bar = 15m)
@ ok % 14 me 5 . 0 3 mins
& ok 14 mc L . 0 3 mins
& ok 26 mc b . 0 8 mins
ent-prometheus & ok 7 me . 0 8 mins
Ok b .. @ 8 mins
Ok g 5 L. 0 11 ming
Ok b - L. 0 11 mins
9 Ok a 2 me k L. 0 11 mins
@ ok 5mc = . 0 11 mins
@ ok 6mc . 0 12 mins

autoscaler 2 0.5 me . 0 11 mins

Time range = Last 6 hours ¥ Add Filter

What's new Cluster Reports Nodes Controllers Containers

Search by name... Metric: U Usage (millicores) (computed from Capacity) — + Min | Avg | 50th | 90th | 95th | Max

Status 95th Containers UpTime Controller Trend 95th % (1 bar = 15m)
default-19821054-vmss000.. ¢ ¢ 400 mc 22 15 mins
Other Processes 290 mc
konnectivity-agent-56964d...  £3 Ok 14 me 3 mins
konnectivity-ag 569644... 3 14 me 3 mins
omsagent-gz & ok 14 me 8 mins
omsagent-rs-66d44fd4f9- < 26 mc 8 mins
metrics-server-f77b4c 3 13 mc 12 mins
konnectivit 74 3 ¢ ! 3me 12 mins
konneetivity-ag 74 .. @Ok 2 me 12 mins

metrics-server-f77bded8-h. 3 0.5% 5 me 12 mins




5% Services Q (3] L @ . Virginia ¥ Infrakngi

CloudWatch x Cloudwatch Container Insights
Favorites and recents > Container Insights 1h  3h 1zh 1d 3d 1w  Custom Map view
Dashboards Resources v
¥ Alarms Ao ©O1Os
In alarm Q Filter by cluster
All alarms
Billing Resources (9)
Q 1
¥ Logs @
Log groups
Cluster Avg -y
Logs Insights Name v Type v —_— - Alarms @ Prometheus » CPU memory
(%) w (%) v
» Metrics amazon- EKS kBsquickstart- B B ) I
cloudwatch Namespace cluster 0.2%
» X-Ray ti
3y traces d EKS Pod kBsquickstart- 1
aws-node o cluster - - - 0.3%
» Events
cloudwatch- k8squickstart- !
EKS Pod - - -
» Application monitoring agent cluster 0.1%
kBsquickstart- 1
¥ Insights coredns EKS Pod cluster - - - <0.1%
Container Insights kBsquickstart- 1
fluent-bit EKS Pod clister - - - 0.2%
Lambda Insights Kasquickstart KBsqulckstart .
squickstart- squickstart-
EKS Cluster - - -

Contributor Insights cluster cluster 3.6%
- ) kBsquickstart- 1
Application Insights kube-dns EKS Service cluster - - - <0.1%

kBsquickstart- 1
Settings kube-proxy ke cluster <0.1%
re- 1
Getting Started Kube-system EKS kBsquickstart. B B . [

NAME STATUS

pod/azure-ip-masq-agent-5x7kp Running
pod/cloud-node-manage r-vk5dp Running
pod/coredns-autoscaler-5589fb5654-vj zxw Running
pod/coredns-b4854dd98-nkhcn Running
pod/coredns—b4854dd98-qsqfl Running
pod/csi-azuredisk-node-h6fwq Running
pod/csi-azurefile-node-w9bjk Running
pod/konnectivity-agent-5bc84fc8b7-pdmbz Running
pod/konnectivity-agent-5bc84fc8b7-zn54t Running
pod/kube-proxy-dfmnc . Running
pod/metrics-server-f77b4cd8-f421k " Running

pod/metrics-server-f77b4cd8-m6b8n Running
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oo General / Home

Welcome to Grafana

Dashboards

Click to go back (3£[), hold to see history
Browse

Playlists

Snapshots

ow will
quickly

up your
llation.

Library panels

+ Mew dashboard
+ New folder

+ Import

Dashboards

Starred

Grafana Overview

[ General

Kubernetes / APl server

[ General

Kubernetes / Compute Resources / Cluster

[ General

Kubernetes / Compute Resources / Namespace (Pods)

[ General




CPU Unllisstion (from requests) CPU Utllsation (from limits) Memory Utllisation (from requests) Memary Utiisation (from limits)

6.44-, 0.378« 139« 9.64:

- CPU Usage

[
1940 945 950 1955 2000 008 20 15
- CPU Quota

cPUQuota

_ Service discovery Prometheus
smg?wed alerting _v| pagerduty
obs . LT
) kubernetes file_sd -
push metrics Alertmanager """" g Email
at exit A
i discover -
h 4 targets | noti
! Val etc
Pushgatewa E |
g y . Prometheus server '
| push
x ! alerts
_opull _ 1| Retrieval -p TSDB |g¢- HTTP e
| metrics server
| : PromQL
E i . Prometheus
: . ! web Ul
v E
Node HDD/SSD . Graf . Déta .
exporters P rarana visualization
: and export
Prometheus ' -
targets RN API clients

NAME STATUS RESTARTS
azure-ip-masq-agent-wmrg5 Running
¢ loud-node-manager-zwc64 Running
coredns—-autoscaler-5589fb5654-1x62m Running
coredns-b4854dd98-bxfxv Running
coredns-b4854dd98-npvb6 Running

csi-azuredisk-node-mjxp4 Running
csi-azurefile-node—-4twwr Running
konnectivity-agent-5488874d6f-945qs Running
konnectivity-agent-5488874d6f-frx8c Running
kube-p roxy-cvaxq , Running
metrics-server—f77b4cd8-r9fed &= Running
metrics-server-f77b4cd8-x84bs Running
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Node, RBAC
tFor( t Um@s
on: kubeadm.k8s.io/vlbeta3
/etc/kubernetes/pki
@{:ﬁ%ﬁQ
kubernetes )
d nt: 192.168.1.61:6443

/var/lib/etcd

ory: registry.k8s.io
ClusterConfiguration
sion: v1.25.2

cluster.local
172.17.0.0/16
10.96.0.0/12

S uler
ind: ConfigMap

kubeadm-config
kube-system

d359b06d-al28-499e-b2ee-ef29bd5cle28

"/tmp/kubectl-edit-3472111723.yaml" 36L, 1052B

kubelet.config.k?s.io/vlbetal
%gfﬁﬁiﬁ

- aks [main] 5 curl -sL https://run.linkerd.io/emojivoto.ymlL \

| sed 's| metadata: | metadata:\n annotations:\n consul.hashicorp.com/connect-inject:

| sed "s|targetPort: 8@8@|targetPort: 20000]" \

| kubectl apply —f -
namespace/emojivoto created
serviceaccount/emoji created
serviceaccount/voting created
serviceaccount/web created
service/emoji-svc created
service/voting-svc created
service/web-svc created
deployment.apps/emoji created
deployment.apps/vote-bot created
deployment.apps/voting created
deployment.apps/web created

“truet |t \




] aksenvironment01 | Onboarding

Node pools
£ Cluster configuration
8 Networking
# Open Service Mesh
GitOps
G Deployment center (preview)

ou'll get CPU and memary for each node. In addition, you ¢

& Automated deployments <
i rometheus m o the performance and health of

(preview)
Policies
ili Properties

Locks

Monitoring Configure
¥ insights —
)
>
™ Alerts
Monitor your containers.
Metrics -
CPU, memory
B Diagnostic settings Kuber
perfor € health of your entire ¢l

v Adis dati
L iSor recommendations Status: Not configured

# aksenvironment01 | Insights

- Kubern
efresh ‘ View All Clusters Recommended alerts (Preview) Menitor S

Node pools
The Container Insights agent name will change. Please update your alerts and scripts. Read mare
Cluster configuration

Networkin :
- Time range = Last 6 hours v Add Filter | Live: ( Off

Open Service Mesh

GitOps What's new Reports Nodes Controllers Containers

‘ ime range = Last 6 hours ) ( *y Add Filter
What's new Cluster Reports Nodes Controllers Containers

Search by name... Metric: | CPU Usage (millicores) v Min | Avg | 50th | 90th | 95th | Max

Status I 95th Containers Restarts UpTime
@ consul-server (StatefulSet) ] 8% 18 mc 0 13 mins
@ consul-client (DaemonSet) V] 13 me 0 13 mins
@ consul-connect-injector-78549d... ; 4 me 0 13 mins
@ consul-webhook-cert-manager-... | 4 me 0 13 mins
© omsagent-rs-56b97b5bc7 (Repli.. ] ; 18 me 0 5 mins
Q omsagent (DaemonSet) 12 me 0 5 mins
@ konnectivity-agent-dd6sf . | 6 mc
@ coredns-autoscaler-5589fb5654 . ] 2me 0 24 mins

) metrics-server-f77h4cd8 (Replic... 14 me 0 24 mins

v v v v v Vv Vv ¥ v v

@ coredns-b4854dd98 (Replicaset) 9 0. 10 me 0 24 mins
P




emaoji-94555b8bd-whhek ) Ok 4 mc ; 7 mins

envoy-sidecar 1 3 mc 7 mins

0.8 mc 8 mins

7 mins

voting-sve
copy-consul-bin

consul-connect-

hd O vote-bot-776dc8d4be (ReplicaSet) 6 3 mins
¥ B vote-bot-776dc8d46c-557f6 arn : N/A
[l consul-connect-inject-init 4 6 0 msec
[l vote-bot
[l envoy-sidecar

[l copy-consul-bin

Recommended alerts (Prev Monitor Settings

scripts, Read more here Overview Live Logs Live Events

Time range = Last 6 hours *y Add Filter
9895fcd3df...
Controllers  Containers
Namespa

10me emojivoto
7 me
75db7cb7 (Repl ) % 4me

94555b9bd aSet) 0 4me

@ vote-bot-7 3461 0% Memeory Limit

150 MB
-
Las

[l consul-connect-inject-init 1 % 3 3 8 mins ago
I vote-bet i Warn
Environment Variables
i Wam
PATH:/usr/local/sbin:/usr/local/bin:/ust/sbin/ust/biny/sbin:/bin

® Done = = HOSTNAME:vote-bot-776dc8d46¢-557f6




Chapter 8: Security Reality Check

C [ S lrlternet Security”

Creating Confidence in the Connected World!
Home - CIS Hardened Images® - Platforms
CIS Hardened Images® are securely configured
according to applicable CIS Benchmarks™. They

are available on these top cloud providers. Read
more about CIS Hardened Images.

Request more information -

AWS Marketplace

Launch on AWS
Available on AWS Marketplace
including the AWS GovCloud (US)
region. Also available on AWS for the
IC where indicated below.

Debian Linux

CIS Debian Linux 10 Benchmark

&

Launch

Ubuntu Linux
Showing : Level 1 | 5TIG

Avallable for level 1 and STIG CIS Benchmark profiles. Learn more.

CIS Ubuntu Linux 22.04 LTS Benchmark
CIS Ubuntu Linux 22.04 LTS Benchmark (ARM)

CIS Ubuntu Linux 20.04 LTS Benchmark

revetiryg Crgalerme ot Ursuorctoad Faekd!

e

CI5 Apple 105 Benchmarks.

Launch

Q

Launch

Launch

Securing Apple iOS

An objective, consensus-driven security guideline for the Apple I0S Mobile Devices.

A step-by-step checklist to secure Apple i0S:

DOWNLOAD LATEST CIS BENCHMARK

For WEIDE 160 {15 Appde i05 15 and iPadDE 15 Benchmark
109

wersion

CIS Harde

CIS has worked with the community since 2009 to publish a benchmark for Apple i0S,

10IN THE APPLE 105 COMMUNITY —>

Other CIS Benchmark versions:

Far Apple #08 (C15 Apple i05 15 and iPadO& 15 Benchmark version 1.0.0)
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(\ CIS Hardened
CIS. St Eecurity

Creating Conficdence i the Conmected World.

CIS Kubernetes Benchmarks

Securing Kubernetes

An objective, consensus-driven security guideline for the Kubernetes Server Software.

A step-by-step checklist to secure Kubernetes:

DOWNLOAD LATEST CIS BENCHMARK |
FREE TO EVERYONE

For Kubernetes 120 (CIS Azure Kubernetes Service (AKS)
Benchmark version 12.0)

CIS has worked with the community since 2017 to publish a benchmark for Kubernetes.

| JOIN THE KUBERNETES COMMUNITY —>

Kubernetes BRI TEIFEIT

CIS Kubemetes V1.23 Benchmark v1.0.0 Download PDFE

CI3 Kubemetes Y1.24 Benchmark v1.0.0 Download PDE

CIS RedHat OpenShift Container Platform Benchmark v1.2.0 Download PDE

CI3 Oracle Cloud Infrastructure Container Engine for Kubemetes(OKE) Benchmark v1.1.0 Download PDE

CIS Kubemetes ¥1.23 Benchmark v1.0.1 Download PDE

ClI3 Amazon Elastic Kubernetes Service (EKS) Benchmark v1.1.0 Download PDE

CI3 Azure Kubernetes Service (AKS) Benchmark v1.1.0 Download PDE

Cl3 Google Kubernetes Engine (GKE) Benchmark v1.2.0 Download PDE

CI3 Alibaba Cloud Container Service For Kubemetes (ACK) Benchmark v1.0.0 Download PDE

CI3 Kubemetes Benchmark v1.6.0 Download PDF

Cl3 Kubemetes Benchmark v1.5.1 Download PDF



Currently showing ALL Technologies. Use the buttons above to filter the list.

Alibaba Cloud
Expand to see related content .}

Download CIS Benchmark -

Operating Systems

Aliyun Linux
Expand to see related content

«

Download CIs Benchmark
Build Kit also available

AlmaLinux 0S
Expand to see related content [,

Download CIS Benchmark
CI5 Hardened Image also avallable

Amazon Linux
Expand to see related content .},

Download CIS Benchmark -
CI5 Hardened Image and Build Kit also available

Cloud Providers

Amazon Web Services
Expand to see related content

2

Download CIS Benchmark

[I——
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Expand to see related content

i

Apache HTTP Server
Expand to see related content

«

Download CIS Benchmark .-

Download €IS Benchmark

[ —

Currently showing Desktop Software Go back to showing ALL

Desktap Softwars

Google Chrome
Expand to see related content L.

Download €IS Benchmark -3
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Productivity Softw...

Microsoft Exchange Server
Expand to see related content .[.

Download CIS Benchmark -

Microsoft Office
Expand to see related content L.

Download €IS Benchmark —3

Build Kit also avallable

Microsoft Web Browser
Expand to see related content .[.

Pownload €IS Benchmark
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]
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¥
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reports

n
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scripts

setup
third_party_licenses

Safari Browser
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Compressed Folder Tools
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File folder
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fin Assessor-GUI4.22.0 -

a
Welcome to the CIS Configuration Assessment Tool @ CIS_CAToLite

This CIS-CAT Lite version has limited functions and CIS Benchmark selections. Visit to learn
more about CIS-CAT Pro, the full version, available to CIS SecureSuite Members.

Existing CIS SecureSuite Members can consult the to learn how to apply an organization's license
key and access Pro features.

Basic Advanced
Scan this system only Scan any number of local/remate systems

v Assessor-GUI 4220 -

o
Welcome to the CIS Configuration Assessment Tool @ cls_ c AToLit e

x

This CIS-CAT Lite version has limited functions and CIS Benchmark selections. Visit to learn
more about CIS-CAT Pro, the full version, available to CIS Secure Suite Members.

Existing CIS SecureSuite Members can consult the to learn how to apply an organization’s license
key and access Pro features.

Basic Advanced
Scan this system only Scan any number of local/remote systems

Add remote or local target system 6

Load a configuration or sessions file

Information

Target System Mame *

| sectestingcontrolplane | 9

Target System Type *

| Linux > @

Port ™

2 | @
Username *

[ mike | @

Password

Private key file
| | [ Browse ... ]e

IP Address / Hostname *

[ 102.168.1.67 | @

Temporary Path
| | [ Browse ... | (7]

X



Benchmarks

Available

Benchmark

jenchmark search filter Q

CIS Controls Assessment Module - Implementation Group 1 for Windows 10 v1.0.3
CIS Controls Assessment Module - Implementation Group 1 for Windows Server v1.0.0
Cl5 Google Chrome Benchmark v2.1.0

CIS Microsoft Windows 10 Enterprise Benchmark v1,12.0

CIS Microsoft Windows 10 Stand-alone Benchmark v1.0.1

CI5 Ubuntu Linux 20.04 LTS Benchmark v1.1.0

Selected

::";\ Assessor-GU1 4.22.0

Add Target System

Profile

evel 2 - Server
Level 1 - Workstation
Level 2 - Workstation

E——

© ci1s-cAT'Lite

This CIS-CAT Lite version has limited functions and CIS Benchmark selections. Visit to learn
more about CIS-CAT Pro, the full version, available to CIS SecureSuite Members.

Existing CIS SecureSuite Members can consult the
key and access Pro features.

Benchmark

tenchmark search filter q

CIS Controls Assessment Module - Implementation Group 1 for Windows 10v1.0.3

to learn how to apply an organization’'s license

Profile

CIS Controls Assessment Module - Implementation Group 1 for Windows Server v1.0.0 Level 2 - Server
CIS Google Chrome Benchmark v2.1.0 Level 1 - Workstation
CIS Microsoft Windows 10 Enterprise Benchmark v1.12.0 Level 2 - Workstation

CIS Microsoft Windows 10 Stand-alone Benchmark v1.0.1
CIS Ubuntu Linux 20.04 LTS Benchmark v1.1.0

- O

Add

Selected
Grayed out selections have interactive values

Benchmark

CIS Ubuntu Linux 20.04 LTS5 Benchmark v1.1.0

Center for Internet Security

GUl logs Assessor logs Contact Support  User Guide

Profile

Level 1 - Server

Delete

Cancel

Add

Save

X



 Assessor-GUI4.22.0 _ o

Welcome to the CIS Configuration Assessment Tool @ CIS' c AToLit e

This CIS-CAT Lite version has limited functions and CIS Benchmark selections. Visit to learn
more about CIS-CAT Pro, the full version, available to CIS SecureSuite Members.

Existing CIS SecureSuite Members can consult the to learn how to apply an organization's license
key and access Pro features.

Target Systems 1 Add Edit Delete

Target System Name Target System Type Count of Benchmarks

sectestingcontrolplane Linux

Test connection(s) to Targets 0*

Target System Name Target System Type Count of Benchmarks

sectestingcontrolplane Linux 1

Test connection(s) to Targets | @

Testing completed

Parsing configuration file for sessions and assessments

- Found session configuration: sectestingcontrelplane
Executing session configuration tests

Obtaining session connection --> mike@®192.168.1,67:22
Connection established. Test Successful; Disconnecting.
Session configuration tests complete. Exiting.

Exit Code: 0

Exit Description: CIS-CAT Pro Assessor Exited Successfully.
Exiting; Exit Code: 0

:nter for Internet Security

GUl logs Assessor logs Contact Suppert  User Guide < Back Next » Quit




© cis-cAT'Lite

This CIS-CAT Lite version has limited functions and CIS Benchmark selections. Visit to learn
more about CIS-CAT Pro, the full versicn, available to CIS Secure Suite Members.

Configuration Assessment

Existing CIS SecureSuite Members can consult the to learn how to apply an organization's license
key and access Pro features.

Configuration Assessment

% CIS-CAT Pro Assessor loaded % Platform Applicability assessed Checklist Rules evaluated
%" Connected to assessment target System Characteristics collected Checklist Results generated
%" Assessment started Definitions evaluated Assessment Results written

Collecting System Characteristics
Assessment 1 out of 1

IP: 192.168.1.67
MAC: 00:15:5d:01:37:0c

Starting Assessment - Date & Time: 10-24-2022 14:45:38

Checklist Title: CIS Ubuntu Linux 20.04 LTS Benchmark
Checklist ID: xccdf_org.cisecurity. benchmarks_benchmark_1.1.0_CI5_Ubuntu_Linux_20.04_LT5_Benchmark
Profile Title: Level 1 - Server
Profile ID: xccdf_org.cisecurity.benchmarks_profile_Level 1_-_Server

Assessing Platform Applicability

- Resolving Valu <1 second: Done
- Collecting 3 System Characteristics
- Evaluating Definitions

The checklist does not match the target platform...

----------------------- Mismatch details
Title: CIS Ubuntu Linux 20,04 LTS Benchmark

Center for Internet Security

GUl logs Assessor logs Contact Support  User Guide Quit

@ CIS Benchmarks

Security Configuration Assessment Report
for sectestingcontrolplane
Target IP Address: mike: 192.168.1.67:22

CIS Ubuntu Linux 20.04 LTS Benchmark v1.1.0

Level 1 ver
Monday, 242022 144538
ssment Duration: 1 seconds



ubectl get pods -n kube-system
NAME READY  STATUS
cilium-8w29b 1/1 Running
cilium-operator-67fdc9de87-8bqze 1/1 Running
cilium-operator-67fdc9d687-s29sd 1/1 Running
cilium-rdwdg 1/1 Running
coredns-565d847194-cknk7 1/1 Running
coredns-565d847194-hx8fh 1/1 Running
etcd-cpcinium 1/1 Running
Kube-apiserver-cpcinium 1/1 Running
kube-controller-manager-cpcinium 1/1 Running
kube-scheduler-cpcinium 1/1 Running

:~% sudo kubeadm upgrade plan
[sudo] password for mike:
[upgrade/config] Making sure the configuration is correct:
[upgrade/config] Reading configuration from the cluster...
[upgrade/config] FYI: You can look at this config file with 'kubectl -n kube-system get cm kubeadm-config -o yaml'
Willed 20:59:42.418765 1168033 cluster.go:94] error unmarshaling configuration schema.GroupVersionHind{Group:"kubeadm.k8s
.io", Version:"vlbeta3", Kind:"ClusterConfiguration"}: strict decoding error: unknown field "serverTLSBootstrap"
[preflight] Running pre-flight checks.
[upgrade] Running cluster health checks
[upgrade] Fetching available versions to upgrade to
[upgrade/versions] Cluster version: v1.25.2
[upgrade/versions] Kubeadm version: v1.25.2
[upgrade/versions] Target version: v1.25.3
[upgrade/versions] Latest version in the v1.25 series: v1.25.3

Upgrade to the latest version in the v1.25 series:

COMPONENT CURRENT TARGET

kube-apiserver v1.25.2 v1.25.3
Kkube-controller-manager v1.25.2 v1.25.3
kube-scheduler v1.25.2 v1.25.3
kube-proxy v1.25.2 v1.25.3
CoreDNS v1.9.3 v1.9.3

etcd 3.5.4-8 3.5.4-8

You can now apply the upgrade by executing the following command:

kubeadm upgrade apply v1.25.3 h

Note: Before you can perform this upgrade, you have to update kubeadm to v1.25.3.




:~% sudo kubeadm upgrade apply v1.25.3
[upgrade/config] Making sure the configuration is correct:
[upgrade/config] Reading configuration from the cluster...
[upgrade/config] FYI: You can look at this config file with 'kubectl -n kube-system get cm kubeadm-config -o yaml’
W1lled 21:22:36.564001 2575 cluster.go:94] error unmarshaling configuration schema.GroupVersionKind{Group:"kubeadm.k8
s.i0", Version:"vlbeta3", Kind:"ClusterConfiguration"}: strict decoding error: unknown field "serverTLSBootstrap"
wWiled 21:22:36.905302 2575 configset.go:78] Warning: No kubeproxy.config.k8s.io/vlalphal config is loaded. Continuin
g without it: configmaps "kube-proxy" not found
[preflight] Running pre-flight checks.
[upgrade] Running cluster health checks
[upgrade/version] You have chosen to change the cluster version to "v1.25.3"
[upgrade/versions] Cluster version: v1.25.2
[upgrade/versions] kubeadm version: v1.25.3
[upgrade] Are you sure you want to proceed? [y/N]: y
[upgrade/prepull] Pulling images required for setting up a Kubernetes cluster
[upgrade/prepull] This might take a minute or two, depending on the speed of your internet connection
[upgrade/prepull] You can also perform this action in beforehand using 'kubeadm config images pull’
[upgrade/apply] Upgrading your Static Pod-hosted control plane to version "v1.25.3" (timeout: 5m@s)...
[upgrade/eted] Upgrading to TLS for etcd
[upgrade/staticpods] Preparing for "etcd" upgrade
[upgrade/staticpods] Current and new manifests of etcd are equal, skipping upgrade
[upgrade/etcd] Waiting for etcd to become available
[upgrade/staticpods] Writing new Static Pod manifests to "/etc/kubernetes/tmp/kubeadm-upgraded-manifests3827787850"
[upgrade/staticpods] Preparing for "kube-apiserver" upgrade
[upgrade/staticpods] Renewing apiserver certificate
[upgrade/staticpods] Renewing apiserver-kubelet-client certificate
[upgrade/staticpods] Renewing front-pr -client certificate
[upgrade/staticpods] Renewing apiserver-etcd-client certificate
[upgrade/staticpods] Moved new manifest to "/etc/kubernetes/manifests/kube-apiserver.yaml" and backed up old manifest t
o "/etc/Kubernetes/tmp/kubeadm-backup-manifests-2022-11-04-21-22-55/Kube-apiserver.yaml"
[upgrade/staticpods] Waiting for the kubelet to restart the component
[upgrade/staticpods] This might take a minute or longer depending on the component/version gap (timeout 5m@s)

kubelet-start] writing kubelet configuration to file "/var/lib/kubelet/config.yaml”

bootstrap-token] Configured RBAC rules to allow Node Bootstrap tokens to get nodes

bootstrap-token] Configured RBAC rules to allow Node Bootstrap tokens to post CSRs in order for nodes to get long term
certificate credentials

bootstrap-token] Configured RBAC rules to allow the csrapprover controller automatically approve CSRs from a Node Boot
trap Token

bootstrap-token] Configured RBAC rules to allow certificate rotation for all node client certificates in the cluster
addons] Applied essential addon: CoreDNS

1164 21:24:13.239836 2575 postupgrade.go:146] the ConfigMap "kube-proxy" in the namespace "Kube-system" was not fou
d. Assuming that kube-proxy was not deployed for this cluster. Note that once 'kubeadm upgrade apply' supports phases
ou will have to skip the kube-proxy upgrade manually

upgrade/successful] SUCCESS! Your cluster was upgraded to "v1.25.3". Enjoy!

upgrade/kubelet] Now that your control plane is upgraded, please proceed with upgrading your kubelets if you haven't a
ready done so.

:~% sudo Kubeadm upgrade node
[sudo] password for mike:
[upgrade] Reading configuration from the cluster...
[upgrade] FYI: You can look at this config file with 'kubectl -n kube-system get cm kubeadm-config -o yaml'
W1lleu 21:25:49.049984 110330 configset.go:78] Warning: No kubeproxy.config.k8s.io/vlalphal config is loaded. Continuin
g without it: configmaps "kube-proxy" is forbidden: User "system:node:wpcilium" cannot get resource "configmaps" in API
group "" in the namespace "kube-system": no relationship found between node 'wpcilium' and this object
[preflight] Running pre-flight checks
[preflight] Skipping prepull. Not a control plane node.
[upgrade] Skipping phase. Not a control plane node.
[kubelet-start] Writing kubelet configuration to file "/var/lib/kubelet/config.yaml"
[upgrade] The configuration for this node was successfully updated!
[upgrade] Now you should go ahead and upgrade the kubelet package using your package manager.




The following logging sources should be enabled and configured appropriately:

Kubernetes Audit Logs: Audit logging is a Kubernetes feature that records actions taken by the API for later analysis. Audit logs help
answer questions pertaining to events occurring on the API server itself.

Ensure logs are monitoring for anomalous or unwanted API calls, especially any authorization failures (these log entries will have a status
message “Forbidden”). Authorization failures could mean that an attacker is trying to abuse stolen credentials.

Managed Kubernetes providers, including AWS, Azure, and GCP provide optional access to this data in their cloud console and may allow
you to set up alerts on authorization failures.

Kubernetes Events: Kubernetes events can indicate any Kubernetes resource state changes and errors, such as exceeded resource quota
or pending pods, as well as any informational messages.

Application & Container Logs: Applications running inside of Kubernetes generate useful logs from a security perspective. The easiest
method for capturing these logs is to ensure the output is written to standard output stdout and standard error stderr streams.
Persisting these logs can be carried out in a number of ways. It is common for operators to configure applications to write logs to a log file
which is then consumed by a sidecar container to be shipped and processed centrally.

Operating System Logs: Depending on the OS running the Kubermnetes nodes, additional logs may be available for processing. Logs from
programs such as systemd are available using the journalctl -u command.

Cloud Provider Logs: If you are operating Kubernetes in a managed environment such as AWS EKS, Azure AKS, or GCP GKE you can find a
number of additional logging streams available for consumption. One example, is within Amazon EKS there exists a log stream specifically
for the Authenticator component. These logs represent the control plane component that EKS uses for RBAC authentication using AWS 1AM
credentials and can be a rich source of data for security operations teams.

Network Logs: Network logs can be captured within Kubernetes at a number of layers. If you are working with traditional proxy or ingress
components such as nginx or apache, you should use the standard out stdout and standard error stderr pattern to capture and ship
these logs for further investigation. Other projects such as eBPF aim to provide consumable network and kernel logs to greater enhance
security observability within the cluster.

As outlined above, there is no shortage of logging mechanisms available within the Kubernetes ecosystem. A robust security logging
architecture should not only capture relevant security events, but also be centralized in a way that is queryable, long term, and maintains
integrity.




kube-apiserver

-—audit-log-maxage=7
-—audit-log-maxbackup=2
-—audit-log-maxsize=50

-—-audit-log-path=/var/log/audit.log
—--audit-policy-file=/etc/kubernetes/simple-policy.yaml

/etc/kubernetes/simple-policy.yaml
audit

/var/log/audit.log
audit-log

/etc/kubernetes/simple-policy.yaml
File
audit

/var/log/audit.log
FileOrCreate
audit-log




kubectl get pods -o wide
READY  STATUS RESTARTS AGE 1IP

1/1 Running @ 13s
1/1 Running @

kKubectl exec -t1 busyboxZ -- ping -c¢3 172.17.0.3
PING 172.17.0.3 (172.17.0.3): 56 data bytes
64 bytes from 172.17.0.3: seq=0 ttl=64 time=0.234 his
64 bytes from 172.17.0.3: seg=1 ttl=64 time=0.076 ms
64 bytes from 172.17.0.3: seg=2 ttl=64 time=0.052 ms




