Chapter 1: An Introduction to Hybrid Cloud Modernization
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Chapter 2: Understanding Cloud Modernization and and
Innovation Fundamentals
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Chapter 3: Exploring Best Practices for the Cloud Journey
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Chapter 4: Developing Applications in a Cloud Native Way
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Chapter 5: Exploring Application Modernization Essentials

Modernization
Infrastructure +

Application p—
+ Data f—
Modernization -1 -
Assessment - -
& Dry Run

Deep Discovery

) & Design Build Landing
Business Zone & Migrate
Value
&
Roadmap

Build on existing Architect N g
: rchitecture patterns Extended 12-factor methods w
practices to accelerate — and standards ; — gz
cloud adoption and ' Continuous compliance e =
drive overall e FinOps : : : monitoring : % §
$ ! ! ' c
i S [ N & & &2
= ; e = o
“anSforma?'on across 3 Policy-as-code Cloud operation control plane Automation + AlOps E g Z H
the enterprise g Fully managed  Intelligent Integrated Inf " s z e E
1 nfrastructure as code o =
k] Secure by design landingzone as  E2E and automated L g = §
H] Agile software asevice  woriflows  DevSecOps KPls monitoring E (]
g develoment life cycl Fl
8 ueloment 1ie eyele ; : Integrated collaboration Z &
Continuous knowledge : : Continuous feedback @
— sharing and training — H — and improvement —
_____________________________________________________________________ oA [ app2 ‘ ‘ Appn

Create a platform of
tools, technology, and
delivery models that

Landing zone as a service.

e\____’_

Modernization
on Cloud

Define operational standards

Standard deployment according to  and transparency integrated

specific parameters. Periodic
updates as well as policy changes

with existing service
management capabilities

Customer experience and satisfaction monitoring with synthetic monitoring

Business drivers and strategy

Time to market and user
demand

Demand for new products

Platform engineering --

_..| Cross-functional aligned |
squads

Deploy & Delivery

Standardized and controlled
environment for application
deployment on target
infrastruture |

.

facilitate new ways y and y Security and vulnerabilities monitoring
of working [ !
Performance monitoring, capacity monitoring, kload monitoring, appli monitoring
Define operational standards and
transparency intergrated with existing
service management capabilities
DB2 Cloud
OnPerm Containerisation Service
Landing Zone ] Cloud
| | 7_% Service
WAS VM DBz VM Spring Boot WAS VM
VM- VM
| | KBS Container VM

Multi-Cloud



ENTERPRISE PUBLIC BM REGION A

NETWORK NETWORK CLOUD; OPENSHIFT CLUSTER |
1 B ZONE1 % 1
' H STORAGE 1
H ZONE 1
ENTERPRISE ' 1
CONNECTIVITY — [ll_\'CIENGT,;\.FIREYH 1
: ZONE 3 1
MZLB ' H !
i H | 1
H H
L NETWORK OPENSHIFT INGRESS WORKER CONTANERZED . 1
] ROUTER ~ ALS NODES ARPS : Log Analysis I
" s with LogDNA
SYSTEMS 1
ADMIN CLOUD SERVICES J’:D 1
o= 1
ENTERPRISE 9 6 ° @ @ IBM Activity !
DATA SECURITY DATA&AI ANALYTICS DEVOPS SERVICE Tracker 1
N SERVICES SERVICES SERVICES  SERvicEs MANAGEMEN 1
END USER CLOUD 1
INTERNET )
SERVICES & |m = mlm = = e e e m o i m m m o m m m m m m === = = = -
___________________________________ -
ENTERPRISE ! REGIONB |
APPLICATIONS OPERATOR i OF'ENSHIF'[ CLUSTER . 1
! : ZONE 1% o 1
H
! H 1
1 N : STORAGE 1
! : ZONE2 '® 1
| [ H% 1
! Bl e v AR y CONTAINER 1
1 N ZONE3 ® REGISTRY 1
! MZLB i S - !
! : : 1
! L} nErwom OPENSHIFT INGRESS WORKER CONTANERZED § @ 1
! : L ROUTER  ALB NODES APPS H i
1 - Log Analysis I
1 with LogDNA i
ENTERPRISE . CLOUD SERVICES X
CONNECTIVITY @ e &=
- @ 0|
LEGEND ! e . 1
SECURITY SERVICE 1BM Activity
DATA & Al ANALYTICS DEVOPS
PRIVATE NETWORK : SERVICES  CcrvicEs SERVICES SERVICES MANAGEMENT Tracker :
PUBLIC NETWORK 1 )
Migration
PR » Decisions [--=------ '
'
Requirement Readiness
Analysis [ 3 Validation
+
: o ; sER s Code i
Discovery Architecture [ ~~5 7~ :
; TDD
'

Change Plan
Migration Decision & Design (
A Modernization

Runin
Production

A

Generate
Analytics for J:

E [ Runin >
: | Pre-Prod Test %




Security

& Aop || App || App || App || App || App DevOps
Management
Infrastructure RedHat JBoss Red Hat JBoss RedHat JBoss )
as Web Server BRMS Fuse Security
Code
Ansible/ RedHat JBoss Enterprise RedHat JBoss _
IBM Application Suite Data Grid Middleware _
Schematics IBM Container
Registry
/Terraform
Red Hat OpenShift on IBM Cloud
IBM Log
IBM Cloud Physical Layer Managed by Cloud Provider Analysis

IBM Cloud




4 Back to Project

Q sutue @ Build #107 (19.9.10) (Sep 6, 2019 3:33:32 A

&= Changes

Buld Artfacts
@ Console Oupur = Elm-;mm 139 B &= view
= View Builid Information

Changes
4 Git Buid Data % 1. Add kubhetel for production and Ina (detail)
4 Git Build Data
& Checkstyle Warnings
r PMD Warnings ogit Revislon: 5098¢71caldeedSel3e8aed6348e131c1921032e
Test Result —
IS Coverage Repon Revision: 505602al185061cbb19a443604903e8e01dc1015
O Aitactory Build Info Peit « master
;:::usmps FindBugs: 0 warnings from one analysis.

« No wamings since build 54.

& Previous Build + New zero wamings highscore: no warnings for 41 days!

Checkstyle: 16 warnings from one analysis.

PMD: 7 warnings from one analysis.

. 0 vuinerabilities from one analysis.

« No wamings since build 24.
« New zero wamings highscore: no warnings for 52 days!

Test Aesult (no fallures)

Jacoco - Overall Coverage Summary

INSTRUCTION | 77 |jm
BRANCH | 27 | I
COMPLEXITY | oo (NN
LINE 7 | I
METHOD | o7 (M
CLASS 100% |
E——
2,000
1808 —
o
¢ ¢ ¢ ¢ ¢ ¢
enlarge
Push Promote Deploy
Create create
Fetch Dependency Artifactory ~ Vulnerability  Quality to to
sources Bulkd Check ffost Publish Check Gate Yersion r:!;::e smoke- smoke-
mz mz
Average stage times 3s 6min2s  1min 50s 37s 2min 25s 2min 39s 57s 30s 22s 2s 21s 46s 28s
(Average full run time: ~17min Sp— > — - —
49s)
#539 (19.9.15) {
Sep 18 4 [0} : ; : .
3s 6min Os  1min 59s 38s 2min 26s | 2min 19s 26s 30s 19s 2s 15s 34s 26s
RO commits
#538 (19.9.14)
Sep1s N ° 3s  6min 11s 1min 42s 37s 2min23s  2min 58s 1min 275 30s 255 2s 275 595 30s

Po commit



Chapter 6: Designing and Implementing Cloud Storage
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Chapter 7: Designing and Implementing Networking in Hybrid
Cloud Infrastructure

7 | Application Layer Human-computer interaction layer, where
applications can access the network services
Presentation Layer Ensures thatr data is in a usable formar and is
where data encryption occurs
5 | Session Layer Maintains connections anq Is responsible for
controlling ports and sessions
Transmits data using transmission protocols
4 | Transport Layer
. including TCP and UDP
n Network Layer Decides which physical parh the data will rake

Defines the format of data on the network

Transmits raw bit stream over the physical
medium
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Chapter 8: Understanding Security in Action
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Chapter 9: Designing a Resilient Platform for Cloud Migration
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Chapter 10: Managing Operations in Hybrid Cloud
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Appendix A — Application Modernization and Migration
Checklist
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