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Metrics

CloudWatch > Metrics

Switch to your original interface

CPU Utilization Metric [ 1h 3h 12h 1d 3d 1w Custom | Line v H Actions ¥ H C l v l
Percent
9.7
7
56
02:45 05:00 0315 0%:30 03:45 04:00 04:15 04:30 04:45 05:00 05:15 05:30 05:45
@ CPUUtilization
Browse ‘ Query ‘ Graphed metrics (1) | Options ‘ Source [ Add math v l [ Add query ¥ I
-
Metrics (34) info l Graph with SQL l [ Graph search l I
Al > EC2 > Per-Instance Metrics |Q Search for any metric, dimension or resource id ‘ 1> B
(-] Instance name 34/34 A Instanceld v Metric name v
] MyWebServer01 1-02972249758392ba NetworkOut
(] MyWebServer01
MyWebServer01 i-02972249758f392ba CPUUtilization -



ih 3h 12h 1d 3d 1w custom - | Line v‘[‘dn,.,.”u‘.] Py

Untitled graph  +

Percent
0.084
0.073
0.063
16:00 16:15 16:30 16:45 17:00 17:15 17:30 17:45 18:00 18:15 18:30 18:45 12:00
@ pod_cpu_utilization
Allmetrics || Graphed metrics (1) | Graph options | Source |
View datafor: | Ghoose account ~ | | Ghoose region - e
Al > C > Cl ), I[ petsite oJ[ pe oJ Q, Search fa!.s.nymsm?:,dimenslbnorrssuumaid‘ ‘ [Gmplusumh
L:J| GlusterName (5) ‘ Namespace ‘ PodName | Metric Name
() petsite default petsite-deployment pod_network_tx_bytes
[ petsite default petsite-deployment pod_memory_utilization
(v petsite default petsite-deployment pod_cpu_utilization
[ petsite default petsite-deployment pod_network_rx_bytes
] petsite default petsite-deployment pod_number_of_container_restarts
CloudWatch > Service Map
Service map ‘ Add to dashboard H 5m 15m  30m 1h  3h  6h  Custom [ || C | v ‘[
Q, Filter by X-Ray group | | + ‘ ‘ Q Select a node View conn
Client O serverless-app3/Prod O serverless...qc7T6eltvOv O serverless...qc7T6eltvOv O serverles...T1ASTILV5W
Lambda Context Lambda Function DynamoDB Table

ApiGateway Stage



Chapter 2: Overview of the Observability Landscape on AWS

Observability

AWS-Native Services

C\\ CloudWatch ServicelLens

Open Source Managed Services

Container Lambda Contributor Application Metrics Logs 4
Insights. Insights Insights Insights Insights Insights
Amazon
Digital Experience Monitoring . b et':c J
Do it yourself (DIY)
Q ,f\\ 2
]l iy £
3 )
i Dashboards Synthetics RUM Evidently 2
=
YE o &l & 3
e | 3 @ 0ol Q v =
- D 2 6 Amazon Amazon
CqudWatch CloudWatch AWS X-Ray Events Opensearch Managed Service
Metrics Logs for Prometheus
CloudWatch AWS X-Ray Jaeger & Zipkin ﬁ y AWS Distro for Amazon
1 @ Agent Agent Collectors & SDKs Tracin e fluentoit OpenTelemetry DevOps
Guru
Instrumentation 8
Cloudwatch X CloudWatch > Metrics
) CPUULtilization 4 ‘ th  3h  12h  1d  3d 1w  Custom ‘  Line v | ‘ Actions ‘
Favorites and recents
Dashboards =
Percent
v Alarms Ao @1 @3
2999
Inalarm
15.07
All alarms 015
Billing 03:00 0315 03:30 03:45 04:00 04:15 04:20 04:45 05:00 05:15 05:30 05:45
@ 1-02972249758f392ba (MyWebServer01) @ i-0c3f2b0ccdc7dod17 @ i-09572d6da2538aa4f
v Logs —
Log groups
Browse ‘ Query ‘ Graphed metrics (3) Options Source Add math w Add
Logs Insights
v Metrics Statistic: =~ Average v ‘ Period: ‘ 5 minutes v ‘ ‘ Clear:
AllL metrics
Label Details Statistic Period Y axis Actions
Explorer
S | 029722 (MyWebserver... [ EC2 . CPUUtilization - Instanceld: i-0297224< Average v 5 minutes ¥ A~ Q 4 A
treams o
i-ocor2bo NN EC2 « CPUUtilization » Instanceld: i-Oc9f2b0cc Average v 5 minutes v A~ Q 4 A
v X-Ray traces
. i-09572c N EC2 « CPUULtilization « Instanceld: i-09572d6c Average ¥ 5minutes v »Q 4 A
ervice map
CloudWatch X | Cloudwa =
Explorer i » 3n 2n v
Favorites a0d recents >
e @ oy ]
Dashboards =
v RO X1 nodejs12.x - Errors i  python3s8 - Errors i
i alarm Count Count

100

All alarms

( Clear all w0
“From iefo 3
¥ Metrics Q 10
All metrics i %
Explorer |
= or | Runtime: nodejs12x X
» X-Raytraces
Cloudwatch X Cloudwatch > Log groups
Favorites and recents »
Log groups (89) @ View in Logs Insights Create log group
Dashboards - By detault, we only load up to 10000 log groups.
¥ Alarms Ao @0 @0 Q Filter log groups or try prefix search a Em’:zh <12 > @
In alarm
All alarms ] Leggroup & Retenti.. v Metricfilters v ContributorInsights v Subscriptio... ¢
Billing X
[ faws-gluefcrawlers Neverexpire - - -
¥ Logs [m] Jaws-glue/jobs/error Never expire - - .
Log groups
[ faws-gluefjobs/lagsv2 Neverexpire - - -
Logs Insights.
[1  /faws-gluefjobs/output Never expire - - -



CloudWatch X CloudWatch > Traces = Sample queries x
. Traces info Sm 15m 30m 1h 3h 6h  Cust e
Favorites and recents » - o ustom @ keywords YOU €3N USE CUSTOM Expressions.
Billing a  Findtraces by typing a query, build a query using the Query refiners section, or choose a sample query. You can also find a trace by ID. o narrow down your search
I . D Traces where response time was
Q, Filter by X-Roy group duration >= 5 AND duration <= § p Qs ——
* Logs seconds
- [ JRE—
Logs Insights Info Aevly
P Query refines Traces where the total duration
¥ Metrics was 5 to 8 seconds.
All metrics Traces (241) diration >- 5 40 duracton <=
Explorer This: recent ime of 5835 it shows as many as 1000 traces.
eams 123 45 6 7 17 e
Str Q Start typing to filter troce list < - > @ Traces that inclsded 3 call to
“api.example.com’ with a fault
¥ X-Ray traces o ¥  Tracestatus v  Timestamp ¥  Responsecode ¥  ResponseTime ¥  HTTI (500 series error) o response
5 . time above 2.5 seconds, and
0dafab927e6db63b6753982a @ox 9.0min (2022-04-23 13:08:53) 200 0.086s POST with one or more segments
Traces. having an annotation named
~5d5472a111cfb0fd0ab221be @ox 14.1min (2022-04-23 12:58:45) 200 54045 GET “account” with value "12545".
¥ Events =
6¢6¢8031325b021¢7720660 @ox 17.4min (2022-04-23125527) 200 63875 GET sl mmpia.on) (
Rules > 1.5 ) MO
Event -.544e58765f425b2006<fcbc @ox 19.8min (2022-04-23 12:53:04) 200 5.9085 GET annotation.sccount = "12M5™
.5b433¢8415293543031c0fa0 @ox 19.9min (2022-04-23 12:52:58) 200 6.2855 GET Aol
v Applicatisn Traces where the service
e ed922c72994b7a29¢ T0dec21 @ox 200min (2022-04-23 125252 200 55555 GET “a0i examole.com' made a call to
‘Amazon x Amazon EventBridge > Rules
EventBridge
Rules
¥ Getting started
. A rulle watches for specific types of events. When 3 he rule nore targets.
soncvor Q) Select event bus
w Events
Event bus.
b ‘Select or cneer eveme bus rarme
Rules fault v
Global encpoints ()
Archives
Replays Rules (16/16) edie Delete Erable
¥ Integration Q, Find rnudes Anystats v <12 . @
Partner event sources
AP destinations Name v St v Type w Description
¥ Schema registry . S5M- tmedou @ Enabled ‘Standard Rule for SSM OpsCenter to create Opsiterns when SSM Maintenance window execution timedout
St ! fad @ tnabled Standard Rule for SSM OpsCenter 1o create Opsitems when SSM maintenance window execution failed
e e —aatn A — e e P8 ot e e i i it
CloudWatch X Cloudwatch > Alarms
Favorites and recents >
Alarms (110) " Hide Auto Scaling alarms Clear selection @ Create compasite alarm Actions ¥
Dashboards & =
Q Search Any state v | Anytype v £
v Aarms  As @0 Os
in alarm Name v state v | Laststateupdste v Conditions Actions
Al atarms TargetResponseTime > 0.08 for 1 datapoints.
Pet-Search-Static A atarm 2022-04-17 1237.06 s No actions
* Logs
Applicationinsights/Applcationinsaghts-
Log groups [e) data 2022-04-17 12:34:53 """".“‘“’"I "'::"“ {widuh: 4) for 2 MNo actions
Logs nsights Servi-traff-1XWSYK2XOIQIH/ 1cad3 1763180708/
¥ Metrics 5 o ik 20220817 1151:34 input is outside the band (width: &) for 2 T
< datapoints within 10 minutes
Alt metrics databaseb269a8bb-gawezvgwntdn/
Pay-For-Adoption-Static @ox 2022-08-17 10:41:22 TasgetRéspanseTnie > 009 for 1 datapolats Mo actions
Streams ) within § minutes
2 y : TargetResponseTime > 0.035 for 1 datapoints -
> b Pet-List-Adoption-Static-Latency Qox 2022-04-17 09:55:18 witinS Mo actions.
» Events : T Time is outside the band
O List-Adoptions-Latency-Alarm Qox 2022-04-17 08:4812 dth: 2) for 1 G i S m No actions.
CloudWatch > EXS Cluster Switch to your original interface
EKS Cluster th  3h  12h 1d 1w Custom @ | C |- | @
XS Cluster v [ Filter by resource group v Q@i JCl  Add to dashboard
[ Amalarm (©) | © Insufficient data (0) | © OK (0)
CPU Utilization i MemoryUtilization H Network i
Percent Percent Bytes/Second
e — e~ 3461 160335
2590 EEY 131574
L] o 102413
1830 1900 1930 2000 2030 2 1830 19:00 1930 20:00 2030 2 1230 13:00 1330 2000 2030 2
@ PetSite @ PetSite. @ noda_network_total_bytes
EKS:Clusters.ClusterFailures i DiskUtilization H EKS:Clusters.NumberOfNodes H
Count Percent Count
100 21308 30
050 21267 20
0 21232 10
1830 19:00 1930 20000 20:30 2 1830 19:00 19:30 2000 2030 2 1830 19:00 1930 20000 20030 z
@ cluster_tailed_node_count @ node_filesystem_utilization @ cluster_node_count.




CloudWatch » Synthetics Canaries
Canaries

Status

The status distribution of currently running canaries

Canary runs

Last updated: 1:57 PM. Auto-refreshes every 60 seconds.

Each data point is an aggregate of runs for a single canary. Hover for details. Click and drag plot area to zoom.

100% L] L] L] . L ° L]
50%
TO0PM  TOSPM  1LIOPM  1ISPM  120PM  125PM  T30PM  T35PM  T40PM  T4SPM  150PM 155PM
® Passed (1) @ Falled ® Passed @ Failed
Canaries (1) Actions v Create canary
Q Search for a canary View all v & D (o]
Name v Last run v Success % v Created v State v Runtime version v Alarms
awssite @ Passed 100% Apr 23 2022 Running syn-nodejs-puppeteer-3.5 -
Cloudwatch > RUM
RUM overview (] oo ][+ ]
Mo 1 1w M cwsom B |
Overview | Listview
View by spp monitor | Mywedopn Last update 16 minutes ago w
Page loads. Average page load speed Apdex score info Alarms
7 e 436 ms 100/1.00 No active sarme
Page loads and load time Apdex by country info Sessions with errors
Pacelonds Losd time
s « - %
United States of America I
. Loas tme. 44361 N
T A A DA 2Aw A BAK Ve ek MAx M e A BAw
Pageloads (7)o Load time (4496 me) @ Positive (Oms- 2k ms) « Tolerable (2k s - Bk ms) @ Frustrating 8k ms +] « Norors (14 sessions) Emors (0 session)
View page loads View locations View errors.
Errors by device Sessions Canaries
1
Monitor web applications using modubar, ight weight canry tests.
o Desktop -0 (0%} 150 ‘s name
° Create anary (4
T A WA WA A 2Ar DA
« Sessions
View orrors View sessions
CloudWaten > Container Insights
Contaner nsights " ] e
Performance manitoring
| s clusters v | | Mywebapp v
CPU Utilization Memory Utilization
" Alerts
e @eisie e @rasie
521 [rE S—
Noalerts
e W A N
o o
000 100 1200 1500 100 1500 1000 o0 1200 1500 2000 1500
Network RX. i Network TX H
Nounk o e
2068 2618
15268 16860
e iz
1000 0 1200 1200 1600 1500 000 10 1200 1200 1200 1500
@i @ rasie
Cluster Failures Disk Utiliz: Number of Nodes
100 2050 . 50
. s "mﬂw .
o 1909 0
woo 10 e o 1e0 1500 woe o w0 s 140 1500 w0 w0 w0 0 tam ismo
@ clster falled_ node count ® node. Flesstem utization @ cster_node_count
Application Insights (0) info
Severity v Problem summary v Source v Strttime

v Status
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CloudwWatch > Lambda Insights

Performance monitoring

o 3h 120 1d 3d 1w cusomem @[ C [ v |[ ® |
Multi-function v Add to dashboard
] Amalarm0 [ ] @ Insufficientdata0 [ | @ OKO
Q Filter metrics by function name and/or tag
@ servi pl i 1ECO3-TcEQwBok5QZ8 @ Servi pl essTh: 4A-Q6vIva7ZDWBU
@ Services-StepFnlambdastepreadDDBF7497E96-6nikJkyUSPp3 @ Servie 7242E00-Bf
Function Cost H Duration i Invocations H
MB-Ms Milliseconds Count
1.22M 3.8k a5
610k 1.60k 23
[POPTPY Y Y VY W A TR TP | N
0 205 1
Errors ] Memory Usage (Max) H Network Usage H
Count Yo Bytes
r 100 416k
— W
1 50 208k
o o 564
06:00 09:00 06:00 09:00
Concurrent Executions Maximum i Throttles L
Count Count
’ | 1L !
5 1
AT N
1
0 )0 G 00 0 A
o o
06:00 09:00 06:00 09:00
Cloudurmech x © utes 2) ©VPCFlowLogs
[re——— . o o b T Time ange
Dashboards a a Topio  w || tMinue  w || Sum v || e M Sm som w1 cusom @
Alarms A1 @1 E0 Top 6 of 6 unique contributors.
Logs topHT TPbysource. 8 uricis coretutrs o it
Metrics e = :
pr— w
Evenis
s
Application manitoring
Insights. .
[p—
™
m — - — e — —
s - e s wn e e - 0w oss 2%
T

Soetings

Getting Started

wa
@100 82 N0 83 6 eRT

@z @5 1020000 85 81541220

Sum of data potnts

¥ dertnstonaddress
1 10510108

2 0i0m1m

s semasnze

4 e2aens
5 193202048

& 46164150220



CloudWatch X

Clovgwatcn > Aoplicaton sights

Faverites and reconts . e ]

Application Insights .

peshoards S s s o st g Ot o w0 et e i

» Alarms A1 @ Q0
overvew | it o

™
» matrics
R Monitored assets (5] o
¥ Feents Applic ation Resources
» Application monitoring 2 2
* Indgnes

Container msights 2

Lanaa

o isignes
Components summary vt
sleation

ights

Getting started

Telemetry (51) 1nto

(D Vou have O unmenitared companents. view applications.

2
Components
Wronitores [ Unmonitored
Detectad problems summary o free——
Top recurrent problems &
CloudWatch X CloudWatch Metrics Switch to your original interface ] Sample queries X
CPU utilization B 1h  3h

Favorites and recents

Custom [ | | Line v Actions ¥ [« IR Queries

Example queries that show th
16) power of Cloudwatch Metrics

Help Query

Application LB

AWS API usage examples|

Dashboards percent
sass
» Alarms A1 @5 Q0
» Logs e
v Metrics 143
1500 1515 1530 1545
All metrics
Explorer
Streams

Browse Query Graphed metrics (1) Options

» X-Ray traces

» Events Metrics Insights - query editor Info K

@ 1--0c03d4ffaTfeSceBe [ava: 42.4%] @ 2 - i-0fEdfe6d67560c7fa [ava: 40.3%] W 3 - i-0f3202621250¢42f4 (DataDeginstance) [ave: 1.731%)]

DynamoDB
16530 1645 1700 215

ECZ

ECS

>
>
>
» EBS
>
>
>

Add math ¥ H Add query ¥ ‘ EventBridge

¥ Lambda

Lambda functions ordered by

1 SELECT Ava(cPuutilization) number of invocations
» Application monitorin, 2 FROM SCHEMA("AWS/EC2", Instanceld) N
L 9 2 Pt Rk SELECT §u4(1nvu;u_uns> FROM
4 GROZR BY AVG() DESC e a0
» Insights Functionliase) GROUP BY
Functiontiane ORDER BY SUM()
DEsC
Settings Apply
Getting Started o Top 10 Lambda functions by
longest runtime:
m Use Cirl + Enter to run query, Ctrl + Space to autacomplete, T —
SCHEMA("AS /Lanbda” ,
Functionliase) GROUP BY
Functionfiase ORDER BY MAX()
DESC LTMIT 10
CloudWatch X .
Logs Insights sm  30m 1h  3h  12h Custom [ ‘
Select log groups, and then run a query or choose a sample query.
Favorites and recents »
Dashboards [ select log group(s) v |
v Alarms A1 @B @0
In alarm
stats sum(bytes) as bytesTransferred by srcAddr, dstAddr
All alarms | sort bytesTransferred desc
| limit 26
Billing Y
¥ Logs
Queries are allowed to run for up to 15 minutes.
Log groups
Logs Insights o R
9 9 Logs ‘ Visualization Export results v ‘ ‘ Add to dashboard &
» Metrics .
Showing 20 of 2,711 records matched ® Hide histogram
» X-Ray traces 2,714 records (359.0 kB) scanned in 3.7s @ 730 records/s (96.6 kB/s)
15
» Events 10
5
» Application monitol 0
12:45 01PM 01:15 01:30 0215 0230 0245 03 PM 0315 03:30
» Insights
2 srcaddr dstaddr bytesTransferred
Settings > 1 89.248.165.81  16.10.10.1. 4160
Getting Started 2 77.20.228.2 10.10.20.1. 1128

>3 89.248.165.207 10.10.18.1. 1008




~ : 55M
0t St e &=
Rules ey s
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o Canarie faults o0 -
-
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1500
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Data View Time range

(CodeGuru) 0 - :
CodeGuru x
oo Wesp summary ¥ | v | mzose at
sasnboard
v Reviewer
Y-~ sove
Repositoies
some
v profier
Profiting groups
v Bugust
. s s s oo = e B o s o s
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Amszon Laokoutfo Metrics > Detectors > cbservabltysues > Anomals > CPUUREation mpacted
CPUUtilization impacted
Anomaly overview
e Aprz3, 022 a0 T Aprzs, a2 20T 10 minute inervals

Root cause analysis (0) ofo
et i,

R ——— ressares s

Potential causes Effects

tomaly st last aniysie This anomaly

CPULlzation impctad

No downseream measures effected

Dimension values info
«

onisuion rate of dipsrain values 10 1 avral Frpac.
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e (Sum of dimensian values equals 100%)
Custemame rvices-PecIstAdoptions1 J0GE0DF-191TowdE9A0Q (100%)

Servicename B r——

Metric graphs (1) info

Detection Interval: 10 minute intarvals Maximum time frame: 1 week
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Chapter 3: Gathering Operational Data and Alerting Using

Amazon CloudWatch

Metrics (1540) info

¥ Custom namespaces

Containerinsights 154
3 models

¥ AWS namespaces
ApiGateway 1

ApplicationELB
& models

Containerinsights/Prometheus 37

260

ECS/Containerinsights

& models

AWS/Config

Cloudwatch EC2
Q2 v CEIEED
EC2 v v
A 1nalarm (0} @ Insufficient data (0) @ ok (0)
CPU Utilization: Average H DiskReadBytes: Average c=®
Parcant Bytes
oan 100
——— ——
042 - - — o
18:30 19:00 19:30 2000 2030 21:00 1830 19:00 19:30 2000 20350 2100

Bi-0cxaf68a 116904740 @ 1-0307073b421bd02e7 Bi-0cxaf68a 116904740 @ 1-0307073b42600267
DiskWriteBytes: Average i DiskWriteOps: Average
Bytes count
100 100
050 050

o o

1830 19:00 19:30 20:00 2030 2100 1830 19:00 19:30 2000 2030 2100

@ i-0ceaf6Ba1 10904740 @ 0307073ba2fb0ZET @ i-0ceaf6Ba11b9047490 W 1-0307073b421b00267
NetworkOut: Average L NetworkPacketsIn: Average
Bytes Count
32,833 166,80

N~ oa A N A

Graph with SQL

128

Lambdalnsights

87 DevOps-Guru

Graph search

32

1h sho 120 1d 1
Actions v Add to dashboard
H DiskReadOps: Average
Count
100
0s0
o
18:30 19:00 1930 2000 2030

@ i-0ccat68a110904740 @ i-0307073b42fbd02e7

i NetworkIn: Average

Bytes

59.993

23,797 .
1830 19:00 19:30 20:00
@ i-0ccal6Ba11b904740 @ -0307073b42fbd0ze7
! NetworkPacketsOut: Average
Count
18440
SN — A

21:00

Logs

StatsD
Plugin

CollectD
Plugin

%—

procstat
Plugin

® 38—

Operating System Metrics

EC2 Instance with
CloudWatch Agent

Region

CloudWatch Logs

Log Group (/iislogs/)
Log Stream (i-1234567890abcdef0)

CloudWatch Metrics

Namespace (CWAgent)

Dimensions (Instanceld=i-1234567890abcdef0)
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Windows Service Configuration file Amazon CloudWatch

User data Info

<powershell>
Install-WindowsFeature -name Web-Server -IncludeManagementTools

</powershell>

User data has already been base64 encoded

Services Q 1AM

Identity and Acc Search resu
Management (I

Services

IAM Features (15)

Dashboard Blogs (1,303)
Manage acce

Documentation (102,694)

w Access managemen

Identity and Access % 1AM Roles
Management (IAM) \.I

Q  Search IAM An IAM role is an identity you can create that has specific permissions with credentials that are valid for short durations. =~
Roles can be assumed by entities that you trust.
Dashboard
Q Search 1 2 > &
w Access management
User groups
Role name A4 Trusted entities Last activity «
Users
AccessAnalyzerTrustedService Account: 121925031476 -
Policies
Admin Account: 727820809195 3 hours ago
Identity providers
AwsSecurityAudit Account: 877377650033 -

Account settings



IAM > Roles » Create role

Step 1
Select trusted entity

Step 2
Add permissions

Step 3
Name, review, and create

Identity and Access
Management (IAM)

Q Searct
Dashboard
w Access management
User groups
Users
Roles
Policies
Identity providers
Account seftings.
w Access reports

Access analyzer
Archive rules

Analyzers

Seltings

Gredential report

Qrganization activity

Service control policies (SCPs)

x

Select trusted entity wwo

Trusted entity type

O AWS service
Allow AWS services like EC2, Lambda, or
others to perform actions in this account.

AWS account

Allow entities in other AWS accounts belonging
to you or a 3rd party to perform actions in this
account.

Web identity

Allows users federated by the specified external
web identity provider to assume this role to
perform actions in this account.

SAML 2.0 federation

Allow users federated with SAML 2.0 from a
corporate directory to perform actions in this
account.

() Custom trust policy
Create a custom trust policy to enable others to
perform actions in this account.

Use case

Allow an AWS service like EC2, Lambda, or others to perform actions in this account.

Common use cases

0 2

Allows EC2 instances to call AWS services on your behalf.

(0 Lambda

Allows Lambda functions to call AWS services on your behalf

Use cases for other AWS services

Choose a service fo view use case

IAM > Roles » Create role

Name, review, and create

Select trusted entity

Role details
Add permissions

Role name

Name, review, and create

Description

Allows EC2 instances to call AWS services on your behalf.

Step 1: Select trusted entities

1+
2 "Version": "2012-10-17",

EN “Statement": [

. :

5 "Effect”: "allow”,

-2 “Action":

7 "sts:AssumeRole”

8

EN incipal”: {

10~ ‘Servic

11 "ec2.amazonaws.com”
12 ]

13 by

14

15

16 [}

Step 2: Add permissions

Permissions policy summary

Policy name (7

CloudWatchAgentAdminPolic

Tags

- Type

AWS managed

Add tags (Optional)

Tags are

value pairs that you can add f

esources to help identify, organize, or search for resources.

No tags associated with the resource

Add tag

Cancel

Global v 467-9359-5595 v

B 4 0

Edit

- Attached as -

Permissions policy

Cancel

Previeus




© iz o & Instances (1/1) e [C [ comnect | nstancestate v || actions v | [T IEE

Experience
Tell us what you think Q 1 8
EC2 Dashboard Name = MyWebServer01 | X Clear filters
EC2 Global View Name ©  InstanceID Instancestate ¥ Instancetype ¥  Status check Alarm status Availabil
Events MyWebServer01 i-02972249758f392ba @ Run @ 2/2 checks passed  Noalarms 4 us-east-1
Launch instances
Tags )
. I Launch instance from template
Limits
Migrate a server
¥ Instances Connect
Instances ne = Stop instance .
Instance: i-02972249758f392ba (MyWehServer01) & X
Instance Types
Launch Templat Reboot instance
aunch Templates Details Security Networking Storage Status checks Monitoring Tags
Spot Requests
Savings Plans ¥ Instance summary Info Terminate instance
Reserved Instances Instance ID Public IPv4 address Instance settings " 14 addresses

Ni ki

Dedicated Hosts 1-02972249758392ba (MyWebServer01) 54.221.50.106 | open address [4 16.181

Scheduled Instances (Change security groups

IPv6 address Instance state Image and templates » Get Windows password

- R i
©~Running Monitor and troubleshoot  »| Modify IAM role Zonaws.com | apen

Capacity Reservations

v Images

EC2 > Instances » i-0d32dba8e9080a194 » Modify IAM role

Modify IAM role info

Attach an IAM role to your instance.

Instance ID
i-0d32dbaB8e9080a194 (MyWindowsServer01)
1AM role

Select an 1AM role to attach to your instance or create a new role if you haven't created any. The role you select replaces any roles that are
currently attached to your instance.

CWAgentRole v ‘ ‘ C ‘ Create new |AM role [A

ps c:\users i ator> Tnvoke-WebRequest https://s3.amazonaws . con/amazoncloudwatch-agent /windows/amd64/1atest/amazon-cloudwatch-agent .msi ILE\Desktop\amazon-c
loudwatch-agent.n
PS C:\Users\Administrator> Test-Path 8 i \Desktop\amazon-cloudwatch-agent.msi

soft Corporation. ALl rights reserved.

or> msiexec /i $en RPROFILE\Desktop\amazon-cloudwatch-agent.msi

welcome to the Amazon Cloudwatch Agent Configuration Manager

Cloudwatch Agent allows you to collect metrics and logs from
your host and send them to Cloudwatch. Additional Cloudwatch
= charges may apply.

on which 0S are you planning to use the agent?
1. Tinux
2

windows
3. darwin
default choice: [2]:
2

rying to fetch the default region based on ec2 metadata...
Are you using EC2 or On-Premises hosts?
ISHEC2
2. On-Premises
default choice: [1]:

Do you want to turn on StatsD daemon?
1. yes

2. ho

default choi

2




Do you have any existing Cloudwatch Log Agent configuration file to import for migration?

[2]:

Do you want to monitor any host metrics? e.g. CPU, memory, etc.
1. yes

2. no

default choice: [1]:

Do you want to monitor cpu metrics per core?
1. yes

2. ho

default choice: [1]:

¢ ?u want to add ec2 dimensions (ImageId, InstanceId, InstanceType, AutoScalingGroupNam
ilable?

[1]:

Do you want to aggregate ec2 dimensions (InstanceId)?
1. yes

2. no

default choice: [1]:

ould you Tike to collect your metrics at high resolution (sub-minute resolution)? This enables sub-minute resolution for all metrics,
but you can customize for specific metrics in the output json file.

4. 60s
[default choice: [4]:
1

hich default metrics config do you want?
1. Basic

2. Standard

3. Advanced

4. None

default choice: [1]:

2

Are you satisfied with the above config? Note: it can be manually customized after the wizard completes to add additional qitems.
1. yes

2. no
default choice: [1]:
1

Do you want to monitor any customized log files?
1. yes

2. no

default choice: [1]:

Log file path:
C:\inetpub\logs\LogFiles\w3svcl\*.log
Log group name:

default choice: [*.log]

IISLogs

Lo? stream name:

default choice: [{instance_id}]

Log Group Retention in days
. =1

18.
default choice: [1]:
)

Do you want to specify any additional log files to monitor?

[1]:




Do you want to monitor any wWindows event
1. yes

2. no

default choice: [1]:

2

hnf'i f'i'le'i'lo Tocated at cnfg.jon.

Edit it manually if needed. = |

Do you want to store the config in the SSM parameter store?
1. yes

2. no
[default choice: [1]:

hat parameter store name do you want to use to store your config? (Use 'AmazonCloudwatch-' prefix if you use our managed AwS policy)
default choice: [AmazoncCloudwatch-windows]

rying to fetch the default region based on ec2 metadata.
hich_region do you want to store the config in the parameter store?
[default choice: [us-east-1]

hich Aws credential should be used to send json config to parameter store?
1. ASIA4KKGU3LFQLUKGA4F(From SDK)

. Other
[default choice: [1]:

successfully put config to parameter store AmazonCloudwatch-windows.
Please press Enter to exit...

Services (Local)
Amazon CloudWatch Agent Name Description Status Startup Type Log On As
&k ActiveX Installer (AxinstSV) Provides User Account ... Disabled Local System
Stop the service

Restuitthe soca % AllJoyn Router Service Routes AllJoyn messag... Manual (Trigg.. Local Service

Amazon CloudWatch A.. i Local System

«: Amazon SSM Agent Amazon SSM Agent Running  Automatic Local System

Description: &l App Readiness Gets apps ready for us.. Manual Local System
Ampston CloudWatch Agent & Application Host Helper Service Provides administrativ.. Running  Automatic Local System
&k Application Identity Determines and verifie... Manual (Trigg.. Local Service

“: Application Information Facilitates the running .. Manual (Trigg.. Local System
&l Application Layer Gateway Service Provides support for 3r... Manual Local Service
CloudWatch X CloudWatch Metric Switch to your original interface

Favorites and recents >

boards 100

Alarms Ao @0 @

In alar

rms

gilling 12 o0 o s . » . » - -
Logs B
Log group: ) )

Brwe Query | Graphedetrics | Options | Soues Add math ¥ ‘ | addquery v
Logs Insights
Metrics Metrics (222) info

All matric N. Virg v Q

Explarer

. w Custom namespaces
Streams

X-Ray traces Cwagent 14
Service map

Traces



CloudWatch
Favorites and recents

Dashboards

¥ Alarms

Ao @0 Qo
n alarm
All alarms

Billing

v Logs
0g group:

ogs Insights

v Metrics
All metrics
Explorer

Streams

¥ X-Ray traces
Service map

Traces

CloudWatch
Favorites and recents

Dashboards
w Alarms

In alarm

All alarms

Billing

¥ Logs

Log groups

Run
Command

=

Run
Command

Services

@ NewEC2

Experience
Tell us what you think

EC2 Dashboard
EC2 Global View
Events

Tags

Limits

¥ Instances

Ao @0 @0

* B

Systems Manager Document:
AmazonCloudWatch-ManageAgent

Cloudwatch Metrics Switch to your ariginal interface

acions v | [ C [ w

Untitled graph [4 Custom [ | | Line v

No unit

9867

4834

o

a5 500 1515 1550 155 1400 s 1t 1aes 1500 185 1530
® Paging File % Usage @ Memory % Committed Bytes In Use @ LogicalDisk % Free Space @ Processor % Intermupt Time @ Processor % Idle Time @ Processor % User Time @ PhysicalDisk % Disk Time

Browse Query Graphed metrics (7) Options Source Add math v ‘ | Add query ¥
Metrics (7) info Graphwith SQL | [ Graph search
N. Virginia ¥ All CWAgent Instanceld Q
| nstance name v Instance! v etric name v
m ] I 1d M
.
MyWindowsServer01 1-0d32dbaBeo080a 194 %

Processor % User Time ¥

MyWindowsServer01 i-0d32dba8e9080a194 % PhysicalDisk % Disk Time ¢

X CloudWatch > Log groups
Log groups (1) View in Logs Insights Create log group
- By default, we only load up to 10000 log groups.
‘ Q, Filter log groups or try prefix search [] Exact match < 1 > &
(] Log group r's Retention v Metric filters v Contributor Insights v Subscription filters v
O lISLogs Never expire - -

L_‘L_' Instances to be monitored

+ B —

Systems Manager Document:
AWS-ConfigureAWSPackage

IAM role with Policies
@ = AmazonEC2RoleforSsSM
* CloudWatchAgentServerPolicy

=
+ @I[% — L_r‘ll:l Instances to be monitored

CW Configuration from
Parameter Store

Search resu

Services
Features (8)

Blogs (525) @

ems Manager is a Central Place to Vie d Manage AWS Resources
Documentation (53,663)

Knowledge Articles (30) Top features

Events (3)

Marketplace (7)




Parameter Store

¥ Change Management
Change Manager
Automation
Change Calendar

Maintenance Windows

¥ Node Management
Fleet Manager
Compliance
Inventory
Hybrid Activations
Session Manager
Run Command
State Manager
Patch Manager

Distributor

AWS Systems Manager

(3] PaN (©] N. Virginia ¥

Management

AWS Systems Manager Manage your instances

Run Command
Secure and safe remote
management at scale

s or virtual machi

Use Cases and Blogposts

H ow It wo rkS Manage Instances at Scale without SSH
Access
o Use predefined e Choose o Choose safety o Execute and .
. Secure, Scalable and Efficient Instance
Command instances controls and see results M R
documents, or manually, or by schedule anagemen
create your using tags
own
Documentation
Run Command Run a command

Run a command

Command document

Select the type of command that you want to run.

Q

Search: aws-configureaws ‘ ‘ Clear filters

Name

Owner Platform types

(o] AWS-ConfigureAWSPackage Amazon Windows, Linux, MacQOS




Command parameters

Action
(Required) Specify whether or not to install or uninstall the package.

Install v
Installation Type

(Optional) Specify the type of installation. Uninstall and reinstall: The application is taken offline until the reinstallation process completes. In-place update: The application is available
installation.

Uninstall and reinstall v

Name
(Required) The package to install/uninstall.

AmazonCloudWatchAgent

Version
(Optional) The version of the package to install or uninstall. If you don't specify a version, the system installs the latest published version by default. The system will only attempt to uni
If no version of the package is installed, the system returns an error.

Additional Arguments

demouser @ 8467-93

AWS Systems X AWS Systems Manager » Run Command » Runacommand
Manager
Run a command
Quick Setup
Command document
¥ Operations Management Select the type of command that you want to run.
Explorer
OpsCenter
CloudWiatch Dashboard ‘ Q. Search by keyword or filter by tag or attributes <1 &
Incident Manager
‘ Search: AmazonCloudWatch-ManageAgent 3¢ | Clear filters
¥ Application Management
NaTTe Owner Platform types
Application Manager
AppConfig ‘ (-] AmazonCloudWatch-ManageAgent Amazon Windows, Linux, MacOS
Parameter Store
Description

¥ Change Management Send commands to Amazon CloudWatch Agent

Change Manager Document version
. Choose the document version you want to run.
Automation
6 (Default) v

Change Calendar

Maintenance Windows




Command parameters

Action
The action CloudWatch Agent should take.

configure v

Mode
Controls platform-specific default behavior such as whether to include EC2 Metadata in metrics.

ec2 v

Optional Configuration Source
Only for 'configure' related actions. Use 'ssm' to apply a ssm parameter as config. Use 'default’ to apply default config for amazon-cloudwatch-agent. Use 'all' with ‘configure {remove)' to clean all configs for amazon-cloudwatch-a

ssm v

Optional Configuration Location
byefamaant, alatad . slasyvhen Optional Configuration Source is set to 'ssm. The value should be a ssm parameter name.

AmazonCloudWatch-windows

Optional ”pen eemetryfo actor € onﬁ_uratiun Source

Only for ‘configure' related actions. Use 'ssm' to apply a ssm parameter as config. Use 'default’ to apply default config for amazon-cloudwatch-agent. Use 'all' with 'configure (remove)' to clean all configs for amazon-cloudwatch-a
not support MacOS instance.

ssm v

Optional Open Telemetry Collector Configuration Location
Only for ‘configure' related actions. Only needed when Optional Configuration Source is set to 'ssm’. The value should be a ssm parameter name. It does not support MacQS instance.

Optional Restart
Only for ‘configure' related actions. If 'yes', restarts the agent to use the new configuration. Otherwise the new config will only apply on the next agent restart.

yes v
Targets
Targets
Choose a method for selecting targets.
O Specify instance tags © Choose instances manually (O Choose a resource group
Specify one or more tag key-value pairs to select instances that Manually select the instances you want to register as targets. (Choose a resource group that includes the resources you want to
share those tags. target.
2972249758f392ba X
Instances
‘ Q <1 > @&
Node ID Source type Source ID Name Ping status Node state
i-02972249758f392ba AWS:EC2:Instance i-02972249758f392ba MyWebServer01 Online running us-east-1d
4 >
AWS Systems Manager » RunCommand » Command ID: 54f3eaf2-534a-4739-86e0-72b7bf46b110
Command ID: 54f3eaf2-534a-4739-86e0-72b7bf46b110 cancel command | [ Rerun | [ copytonew
Command status
Overall status Detailed status # targets # completed # error # delivery timed out
© Success ©) Success 1 1 1] 1]
Targets and outputs View output
Q <1
Instance ID Instance name Status Detailed Status Start time Finish time
O i-02972249758f392ba EC2AMAZ-9J5RQJ8 WORKGROUP ©) Success ©) Success Sun, 22 May 2022 08:58:10 GMT Sun, 22 May 2022 08:58:14 GMT




CloudWatch X CloudWatch > Metrics

Untitled graph B4

1Th 3h 12h 1d 3d 1w Custom Hl.lne

Switch to your original interface

v [ acions v |

Favorites and recents 3
Dashboards - No unit
¥ Alarms A0 @0 Qo e o
natarm o W
All alarms s
Biling or30 oras o800 oss os30 o545 oso0 ozs 30 omds 1000 1035 1030
@029, 58f352ba (T 194 1)
¥ Logs =
Log groups . .
Browse | Query ‘ Graphed metrics (2)  Options  Source addmath v || Addquery v |
Logs Insights
¥ Metrics Metrics (2) info Graph with SQL H Graph search ‘
All metrics All > CWhAgent > Imageld, Instanceld, InstanceTy.. Q
Explorer
Streams Instance name (2) 4  Imageld A Instanceld a VP a A Metric name a
MyWebServer01 ami-0335048862b03bb2 W -02072249758392ba v t2microw Memory ¥ Memory % Committed Bytes In Use @
¥ X-Ray traces
Service map My Wi 1 v -0 194w t2.micro ¥ Memory ¥ Memory % Committed Bytes In Use @
Traces
CloudWatch X CloudWatch > Alarms
Favorites and recents >
Alarms (0) [ Hide Auto Scaling alarms Clear selection @ Create composite alarm Actions ¥
Dashboards -
Q Search ‘ ‘ Any state v ‘ ‘ Any type v
v Alarms Ao @0 @o
Inalarm Name v State v Last state update v Conditions Actions v
All alarms
No alarms
Billing No alarms to display
¥ Logs Read more about Alarms
Logs Insights

Metrics (34)

All > EC2 » Per-Instance Metrics

[ Graph with SQL ] [

Graph search l

Q, Search for any metric, dimension or resource id

Cancel

0 Instance name (34) A Instanceld A Metric name r'Y
— s
MyWindowsServer01 i-0d32dba8e9080a194 ¢ CPUUtilization ¥

[] MyWindowsServer01 i-0d32dba8e9080a194 v Networkin ¥ .
[] MyWindowsServer01 i-0d32dba8e9080a194 % NetworkOut @ -

« I

Select metric




Threshold type

© Static
Use a value as a threshold

(O Anomaly detection

Use a band as a threshold

Whenever CPUUtilization is...

Define the alarm condition.

© Greater
> threshold

() Greater/Equal
>= threshold

(O Lower/Equal
<= threshold

) Lower
< threshold

than...
Define the threshold value.

70

Must be a number

» Additional configuration

CloudWatch » Alarms > Create alarm

Step 1 o .
Specify metric and Conﬁgure actions
conditions

Notification
Step 2

Configure actions
Alarm state trigger
Define the alarm state that will trigger this action.

Remove

Step 3

Add name and © Inalarm ) 0K O Insufficient data

description The metric or expression is The metric or expression is The alarm has just started or
outside of the defined within the defined threshold. not enough data is available.
threshold.

Step 4

Preview and create Send a notification to the following SNS topic

Define the SNS (Simple Notification Service) topic that will receive the notification.

Ny oy pic

O Create new topic

() Use topic ARN to notify other accounts

Create a new topic...
The topic name must be unigue.

‘ Default_CloudWatch_Alarms_Topic

SNS topic names can contain only alphanumeric characters, hyphens (-) and underscores (_).

Email endpoints that will receive the notification...

Add a comma-separated list of email addresses. Each address will be added as a subscription to the topic above.

com

userl@example.com, user2@example.com



Cloudwatch » Alarms » Create alarm

... Add name and description
pecify metric and
conditions
Name and description
Step 2

Configure actions

Alarm name

Step 3 CPU Utilization
Add name and
description Alarm description - optional
Alarm description
Step 4
Preview and create
Vi
Up to 1024 characters (0/1024)
Threshold type
() Static © Anomaly detection
Use a value as a threshold Use a band as a threshold

Whenever CPUUtilization is...
Define the alarm condition

© Outside of the band () Greater than the band (O Lower than the band
> or < threshold > threshold < threshold

Anomaly detection threshold

Based on a standard deviation. Higher number means thicker band, lower number means thinner band.

2

Must be a positive number

¥ Additional configuration

Datapoints to alarm
Define the number of datapoints within the evaluation period that must be breaching to cause the alarm to go to ALARM state.

Missing data treatment

How to treat missing data when evaluating the alarm.

‘ Treat missing data as missing v




CloudWatch X CloudWatch » Alarms

Favaorit d its »

evorlies andrecen Alarms (2/2) [ Hide Auto Scaling alarms c ‘ Create composite alarm ‘ Actions ¥ ‘

Dashboards -

Q search ‘ ‘Any state W ‘ Aytype W | <1y @

v Alarms A0 @2 Qo

In alarm Name v State v Last state update v Conditions Actions v

All alarms CPU Credit Balance @ox 2022-05-22 16:59:27 gmﬁﬁi‘;gamme gatlioqiidatanonrsiinthin Loading...

Billing

CPU Utilization @ ok 2022-05-22 16:34:19 ;Fi‘;'ﬁ:'“m’" P HORL U L B Loading....
» Logs
¥ Metrics
CloudWatch » Alarms > Create composite alarm
ol ify composite alarm condition
specity composite 2PECIfY cOMposite alarm conditions
alarm conditions
Conditions
Step 2
Configure actions
Composite alarm conditions

Step 3 This alarm will go in alarm when the following rule is met. Configure by using AND/OR in the text editor. Info [4
Add name and Add another alarm v
description

1 ALARM("CPU Credit Balance™) AND

Step 4 2 ALARM("CPU Utilization"))

Preview and create
composite alarm

Cancel




Cloudwatch > Alarms » Create composite alarm

Step 1 . .
' ‘ Configure actions
Specify composite
alarm conditions
Notification
Step 2
Configure actions
Alarm state trigger
Define the alarm state that will trigger this action.
Step 3
Add name and © Inalarm ) 0K
description The alarm rule evaluates to The alarm rule evaluates to
true false
Step 4 Send a notification to the following SNS topic
Preview and create Define the SNS (Simple Notification Service) topic that will receive the notification.
composite alarm © Select an existing SNS topic
() Create new topic
(O Use topic ARN to notify other accounts
Send a notification to...
Q, Default_CloudWatch_Alarms_Topic X
Only email lists for this account are available.
Email (endpoints)
s ail.com - View in SNS Console [A
Add notification
Ticket action
Favorites and recents P | CloudWatch > Alarms
Dashboards -
Alarms (3) [T Hide Auto Scaling alarms Clear selection Create composite alarm Actions ¥
v Alarms Ao @3 @0
In alarm Q Search ‘ | Any state v | ‘ Any type v ‘ <1 > @
All alarms
O Name v State v Last state update v Conditions Actions v
Billing
O CPU-Applssue ®@ox 2022-05-2217:17:47 All of the alarms go in Alarm Loading...
L " . s
b Looe ] CPU Credit Balance @ok 2022-05-22 16:59:27 g?ﬁ'ﬁ:‘;hlﬁnce <= 1for 1 datapoints within Loading...
¥ Metrics e
All metrics =] CPU Utilization @ ok 2022-05-22 16:34:19 ;I?#\:Jtleilization > 70 for 1 datapelnts within 5 Loading...




Add widget

Select a widget type to add to the dashboard.

Explorer Line
A single widget with multiple Compare metrics over time
tag-based graphs

Stacked area
Compare the total over time

A/ ||~
~N| Y

Number

Instantly see the latest value
and trend for a metric

n

Gauge Bar Pie
See the latest value of a Compare categories of data

Show percentage or
metric within a lower and

Custom widget - New
Code widgets using Lambda

Ag

L]
0]
0]

010

proportional data and maore
upper range
Text Logs table Alarm status
Free text with markdown Explore results from Logs Instantly see the status of
formatting Insights wour alarms in a grid view

-

CloudWatch X Cloudwatch » Dashboards Switch to your original interface
Favorites and recents > Custom dashboards Automatic dashboards
Dashboards -

v Alarms A0 @3 @0 ‘ Custom Dashboards (1) info Share dashboard Delete | |
In alarm

Create new dashboard

Dashboard name

X

EC2_Dashboard

Valid characters in dashboard names include "0-9A-Za-z-_"

Cancel

Create dashboard




CloudWatch > Dashboards » EC2_Dashboard Switch to your original interface

EC2_Dashboard v + th 3h 12k 1d  3d 1w  Custom [ H c [ v HEH Actions v ] save

CPUUtilization i

Percent

617

17:00 1800 19:00

@ CPUULtilization

CloudWatch > Logs Insights

® You are creating a new widget for the dashboard EC2_Dashboard. cancel

Logs Insights

5m 30m 1h 3h 12h Custom [ ‘
Select log groups, and then run a query or choose a sample query.

Select log group(s) v ‘

1 fields @timestamp, @message
2 | - sort - @timestamp - desc
3 | -limit-2@

[ Run query H Save H History

Queries are allowed to run for up to 15 minutes.

Logs ‘ Visualization Export results v Add to dashboard &

No results
Run a query to see related events

=  CoudWatch > Dashboards > EC2_Dashboard

Switch to your original interface
EC2_Dashboard v 7 L ith 3h  12h 1d  3d 1w Custom B -
CPUUNilization i Memory % Committad Bytes In Use [4

59.8

s
ser
- 170 - 1550 1830 oo
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@ cruizstion o e
o  nessage -
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Amazon EventBridge
\‘(l)’,

.
»
— | Default event bus
»
>

Vs 3
» s
:< \ MERNTS
',/ > GO

AWS services

N
= Custom events
-7

s, t
Custom event bus ':'ﬁ
™ ) I/
(_e) Saas apps > Pa"s';i'r::mt —_— :’ 8 - —
i
Saa$ event bus
Event sources Event buses Rules Targets

Amazon x
EventBridge

Amazon EventBridge Create a new rule

s @D Build event-driven applications at | y———"

custom app as event source, define event pattern, and

Sca le attach an AWS service or Saas apps via AP| Destination
as target(s).

¥ Events

Event buses
Amazon EventBridge is a serverless event bus that makes it easier to build event-driven applications at

Rules scale using events generated from your applications, integrated Software-as-a-Service (SaaS) m

Global endpoints @ applications, and AWS services.

Amazon EventBridge » Rules » Createrule

Step 1
Define rule detail

Define rule detail i

Step 2 Rule detail

Build event pattern

Step 3 Name

Select target(s) ‘ EC2_State_Change ‘

Maximum of 64 characters consisting of numbers, lower/upper case letters, .,-,_.

SlepidSptiopal Description - optional

Configure tags
‘ Enter description ‘

Step 5 Event bus  Info

ISfule applies to, either the default event bus or a custom or partner event bus.

Review and create

‘ default v ‘

@ Enable the rule on the selected event bus

© Rule with an event pattern () Schedule
A rule that runs when an event matches the defined A rule that runs on a schedule
event pattern. EventBridge sends the event to the
specified target.




Step 1
Define rule detail

Step 2
Build event pattern

Step 3
Select target(s)

Step 4 - optional
Configure tags

Step 5

Review and create

Build event pattern i«

Event source

Event source
Select the event source from which events are sent.

© AWS events or EventBridge partner events

Events sent from AWS services or EventBridge partners.

) Other

Custom events or events sent from more than one source, e.g. events from AWS services and partners.

) All events
All events sent to your account.

Sample event - optional

You don’t have to select or enter a sample event, but it's recommended so you can reference it when writing and testing the event pattern,
or filter criteria.

You can reference the sample event when write the event pattern, or use the sample event to test if it matches the

event pattern. Find a sample event, enter your own, or edit a sample event below.

Learn more about sample/test event in Test Event Pattern [4.

‘ © AWS events ‘ ‘ (O EventBridge partner events ‘ ‘ () Enter my own

Sample events
Filter by event source and type or by keyword.

‘ Select v ‘

1 -

Enter the event JSON

Copy
Event pattern info [ Event pattern form W] Custom patterns (JSON editor)
Event source Event pattern
TS service or !ventsrldge partner as source Event pattern, or filter to match the events
| AWS services v | 1{ i
2 "source": ["aws.ec2"],
B 3 "detail-type”: ["EC2 Instance State-change Notification
AMS, a3
T b . o "
‘ EC2 v ‘

| EC2 Instance State-change Notification ¥ |

© Any state
() Specific state(s)

« I
{8} Test pattern [# Edit pattern

© Any instance
() Specific instance Id(s)




Amazon EventBridge » Rules » Create rule

Step 1
Define rule detail

Select target(s)

Step2 @ Permissions
Build event pattern Note: When using the EventBridge console, EventBridge will autornatically configure the proper permissions for
the selected targets. If you're using the AWS CLI, SDK, or CloudFormation, you'll need to configure the proper

permissions.

Step 3
Select target(s)
Step 4 - optional Ta rgEt 1
Configure tags
Target types
Step 5 Select an EventBridge event bus, EventBridge API destination (5aaS partner), or another AWS service as a target.
Review and create () EventBridge event bus

() EventBridge API destination
O AWS service

Select a target  Info
Select target(s) to invoke when an event matches your event pattern or when schedule is triggered (limit of 5 targets per rule)

SNS topic v ‘
Topic
Default_CloudWatch_Alarms_Topic v |

P Additional settings

Add another target Cancel E




Step 1

Build event pattern i

Define rule detail
EEDE Event source
Build event pattern
Event source
Step 3 B
Select the event source from which events are sent.
Select target(s
rget(s) © AWS events or EventBridge partner events
Events sent from AWS services or EventBridge partners.
Step 4 - optional O Other
Conf‘igure tags Customn events or events sent from more than one source, e.g. events from AWS services and partners.
) All events
Steps All events sent to your account.
Review and create
Sample event - optional

You don't have to select or enter a sample event, but it's recommended so you can reference it when writing and testing the event pattern,
or filter criteria.

You can reference the sample event when write the event pattern, or use the sample event to test if it matches the

event pattern. Find a sample event, enter your own, or edit a sample event below.

Learn more about sample/test event in Test Event Pattern [4.

‘ O AWS events ‘ ‘ () EventBridge partner events ‘ ‘ () Enter my own

Sample events
Filter by event source and type or by keyword.

| Select v |

il Fs

Enter the event JSON

Copy
Event pattern info [@ Event pattern form [ Custom patterns (JSON editor)
Event source Event pattern
RW! SErvice or Eventgnd'ge partner as source Event pattern, or filter to match the events
| AWS services v | 14 o
2 "source": ["aws.ec2"],
. 3 "detail-type™: ["EC2 Instance State-change Notification
n":c a }
EC2 v |

o

The type of events as the source of the matching

pattern

| EC2 Instance State-change Notification ¥ |

O Any state
() Specific state(s)

« I
(&} Test pattern [ Edit pattern

O Any instance
() Specific instance 1d(s)




Amazon EventBridge > Rules > Create rule

Step 1

Review and create

Define rule detail

Step 2 Step 1: Define rule detail

Build event pattern

Define rule detail

Step 3
Select target(s)

Rule name Status Event bus
Stepla = optionel EC2_State_Change @ Enabled default
Configure tags e

Description Rule type

Standard rule

Step 5

Review and create

Step 2: Build event pattern

Event pattern info

1 {

2 "source": ["aws.ec2"],

3 "detail-type”: ["EC2 Instance State-change Notification"]
e 3

Step 3: Select target(s)

Targets
Targets
Target Name Type Arn Input Role
Default_Cloud arn:aws:sns:us-east-1:846 Matched
atche
v Watch_Alarms_ SNS topic 793595595:Default_CloudWa " -
even
Topic [4 tch_Alarms_Topic
Input to target: Matched event

Additional parameters: -

Dead-letter queue (DLQ): -

Step 4: Configure tag(s)

Tags

Atag is a label that you assign to an AWS resource. Each tag consists of a key and an optional value. You can use tags to search and filter

your resources or track your AWS costs.

Key Value

Cancel Previous




Chapter 4: Implementing Distributed Tracing Using AWS X-
Ray

AWS X-Ray

AWS X-Ray makes it easy for developers to analyze the behavior of their distributed applications by
providing request tracing, exception collection, and profiling capabilities.

&
Debugging Tracing Service map
X-Ray halps you locate the sources of bugs by aggragating armors, X-Ray collects timing and rasponsa data needed to idantify high-latency X-Ray creatas a map of services used by your application to provide
faults, and exceptions. Pawerful search capabilities help you pinpoint sarvices, battlenacks, and throttling in you with 2 view of connections among clients, front-end service, and
asuss domnstream services
Learn more
Learn more Learn more
x

(i) New X-Ray console experience now available
We've redesigned the X-Ray console to make it easier to use, and we've integrated it with CloudWatch so that you can view logs, metrics, and traces in
one place. Try out the new console.

Cloudwatch X ®
Launch a sample application (Node.js) w

Favorites and recents

Dashboards
Create a sample application with CloudFormation
» Alarms Ao @101
» Logs Use a pre-filled template in the CloudFormation console to create a stack and launch your sample application. When you're done, retun to this page and choose
Done.
» Metrics
v X-Ray traces Create sample application with CloudFormation [
Service map 1. On the Create stack page of the CloudFormation console, choose Next.
Traces 2. On the Specify stack details page, specify a VPC and subnet, optionally edit the stack name.
3. On the Configure stack options page, you can optionally add tags to the stack.
» Events 4. On the Review page, acknowledge the 1AM resources to be created and choose Create stack.
» Applicationy mositoiisg 5. Wait for CloudFormation to create the resources used in the sample.
6. When your stack status changes to CREATE_COMPLETE, select the stack and choose Output.
» Insights 7. On the Output tab, find the ElasticBeanstalkEnvironmentURL key.
8. Copy the key value into your web browser to view the sample application.
Settings 9. Return to the Create a sample application with AWS CloudFormation page in the X-Ray console, and then choose View sample map when done.
Getting Started

Create stack

Prerequisite - Prepare template

Prepare template
Every stack is based on a template. A template is a JSON or YAML file that contains mnﬁgumlinn information about the AWS resources you want to include in the stack.

© Template is ready ‘ | O Use a sample template ‘ ‘ O Create template in Designer

Specify template

Atemplate is a JSON or YAML file that describes your stack's resources and properties.

Template source
Selecting a template generates an Amazon 53 URL where it will be stored

©O Amazon S3 URL | ‘ © Upload a template file ‘

Amazon S3 URL

|https:l 3 y-assets.us-east-1/sampl y-sample-template.yaml ‘

Amazon 53 template URL

S3 URL: https:/, /: y ts.us-east-1/: ! Y ple-t late.yaml




Specify stack details

Stack name

Stack name

xray-sample

Stack name can include letters [A-Z and a-z), numbers (0-9), and dashes (-).

Parameters

Parameters are defined in your template and allow you to input custom values when you create or update a stack.

Subnet

The ID for the Subnet in which the EC2 instance will be launched.

subnet-01d4c Typpiiammmi

VPC

The 1D for the VPC in which the EC2 instance will be launched.

vpc-09f6 88 COmNBEINNF

Specify the rall back behavior far  stack failure. Learn more [3

© Roll back 2ll stack resources
Roll back the stack 10 the last known stable state.

) Preserve successfully provisioned resources
Preserves the state of successfully provisiened resources, while relling back failed resaurces ta the last known stable state. Reseurces without a lask known stable state will
be deleted upan the net stack operation

Advanced options

You can set additional options for your stack, lie notification options and a stack policy. Learn more [5

Stack policy

Defines the resources that you want to protect from unintentional updates ducing a stack update,

v

Rollback configuration
Specify alarms for CloudFormation to monitor when creating and updating the stack. If the aperation breaches an alarm threshold, CloudFormation
rolls it back. Learn more (4

Notification options

v

Stack creation options

Notification options

No notification options

There are no notification options defined

Stack creation options

Timeout

Termination protection
Disabled

» Quick-create link

Capabi

@ g (s) requit [A
This templ; ins Identity and A {IAM) resources that might provide entities access to make changes to your AWS account.
Check that you want to create each of these resources and that they have the minimum required permissions. Learn more [

I acknowledge that AWS CloudFormation might create IAM resources.

ot [ priens | [ come cnnaese | T



CloudFormation X

Stacks
StackSets
Exports

Designer

¥ Registry
Public extensions
Activated extensions

Publisher

Feedback

CloudFormation X

Stacks
Stack details
Drifts
StackSets
Exports

¥ Registry
Public extensions
Activated extensions.
Publisher

CloudWatch X
Favorites and recents »

Dashboards
» Alarms Ac OO
» Logs
> Metrics
v X-Ray traces

Service map

Traces
» Events
» Application monitoring
» Insights

Settings

Getting Started

CloudFormation > Stacks

Stacks (2) Delete Update Stack actions ¥
Q Fitter by stack name @ View nested Active v \
& e || e
Stack name Status Created time ¥ Description
AWS Elastic Beanstalk

awseb-e-vp3b7xpemu-stack © CREATE_COMPLETE

2022-06-18 14:48:10 UTC+0200

environment (Name: ‘xray-
sample’ 1d: ‘e-vp3b7xpemu’)

xray-sample @ CREATE_COMPLETE 2022-06-18 14:45:28 UTC+0200 %
CloudFormation ) Stacks > xray-sample
xray-sample | petete Update Stack actions ¥ ] [ Create stack ¥
) Stacks (2) ¢}
Stickinfo | Events  Resources  Outputs  Parameters  Template | Change sets
Q
atve v | O view Outputs (4)
rested
o
Q
awseb-e-vp3bTapernu-stack
2022-06-18 1448 Y0 UTC+0200 Key - Valwe v Description v Rgars =
© CREATE_COMPLETE name
URL for the Elastic
o e I B
2027-06-18 144528 UTC-0X0 Started Sample
© CREATE_COMPLETE Application
: > ; 1AM Role used for
Arraves(am144289250204 role/xray- e
NIURIR2SBMEY SeSs Survice
Role
Instare Profiie used
xraysample-SampleinstanceProfile- for AWS X-Ray
Srvpjstancepyoll: FURZHRR1APTE Gatting Started
Sample Application
o 2 1AM Role used for
arrrawsiam144289250204:ole/xray. A Xoday Gesting )
o Started Sample
4I6CH2XTAYGR
Application

A New Startup

About  Blog  Press

AWS X-Ray Sample Application

Awwyeah, you’ launched the AWS X-Ray lication. Us P
below to control the generation of signup requests. The application will generate up to 10 signup
minute with a duplicate signup each minute. ively, you can use the form below to

manually generate signup requests. Once you've generated a few requests, g0 to the AWS X-Ray
Console to view the service map and traces.

Status: click 'Start' to begin

The next big thing
is coming...

We're pretty thrilled to unveil our latest creation. Sign up
below to be notified when we officially launch!

Sign up today

CloudwWatch > Service Map

Last updatec now

Service map 5m 15m  30m th 3h 6h Custom @ Ii]i‘ |7x¥ |
[ ruterby x 0 Q. select a node View connections

’_/.7 Y
| E’/
/ =
© awseb-e..MMATUKU4
DynamoDB Table

N A

054.145.112.48
ElasticBea..Environment

\\ /-\\i
l\@_{'/ .

O awseb-e-v...3ZOYBHOJIY
SNS Topic

No node selected
Select a node to see its details

View logs (2 View traces

» Legend and options

Analyze traces (4 View dashboard



CloudWatch x CloudWatch > Service Map st epanse now

Service map
Favorites and recents »
Dashboards
Qs

» Alarms Ao O
» Logs ¥ Legend and optionas
» Metrics
¥ X-Ray traces

e v 54.145.112.48 Anstyze traces 4 || view casmvenra

Thacas ElasticBeanstatk Environment
» Events Metrics Alerts Response tine distribution

0% Errors {400 Latency (gl 75ms  Requests: 9.60/min Fautts: 0.00/min

» insights
Latency C % i Requests i Faults (5xx) i
Settings. No it Percant
Getting Started " 1
55 os
) ° o —_
1559 e mns 1599 1600 1601 war 1608 1559 1600 1o 1602 %03
@ ResponseTy 2022-06-18 16:02 Local @ TracodRnguentCount @ feuithate
1O ResconseTime pid 0.00229500818
2. © FasconssTina p50 0.08000071008
CloudWatch x CloudWatch > Service Map upeatee 4 minutes age
Service ma i ist vi
Tt e d e > P Sm 15m 30m 1h 3h 6h Custom [@ ‘ (¢} ] v | 8 Map view List view
=
Dashboards D, A
Q Filt ct a node View connections @ . Q
» Alarms Ao @1 O1 lmﬂrrﬂ—,a &
» Logs ¥ Legend and options
» Metrics )
Client 054.145.112.48 .y
v X-Ray traces Fscriensa Fruimnmont A
Service map v 54.145.112.48 View logs [4 View traces ‘ Analyze traces [2 || View dashboard
Traces ElasticBeanstalk Environment
» Events Metrics | Alerts | Response time distribution
» Application monitoring
Alarms Insights
» Insights
Settings
Getting Started
No alarms No insights
No alarms to display No insights to display
CloudWatch X CloudWatch > Service Map Lest upeaed 5 minutes ago
Service maj i st vit
Fovorites snd recents > P sm 15m som 3 e asom@ || G| v |[ B Wepvmnll| Listview
=
B ‘ N
[Q Fiterby xreya .1 View connections || @ | o | @
» Alarms Ao ©1 &1 aTOUE TablE
» Logs ¥ Legend and options
» Metrics
054.145.112.48 —
v X-Ray traces FlacricRas Fruirnnmant PN
i v 54.145.112.48 Viewlogs 2 || Viewtraces || Analyze traces 4 || view dashboard
R ElasticBeanstalk Environment
» Events Metrics | Alerts | Response time distribution

» Application monitoring
Response time distribution filter

» Insights To flter traces by response time, select the corresponding area of the chart.
Settings o
o
Getting Started bl
=

Toome, 12ms 190 100 o
Urition



CloudWatch X CloudWatch > Service Map Lastupdsted 3 minures ago
FavoritEsnd recants ,  Service map Sm  15m  30m 1h  3h  6h Custom B % || Mapview | Listview |
Dashboards P
Q y + Q sel View connections \ c} . Q @
» Alarms Ao @1 O ‘ \ ‘ ‘
|
¥ logs (‘ / ¥ Legend and options
» Metrics -
Client 054.145.112.48
¥ X-Ray traces =
Service map v 54.145.112.48 View logs [ View filtered traces Analyze traces [2 View dashboard
Traces ElasticBeanstalk Environment
¥ Events Metrics | Alerts | Response time distribution
>
I12% Errors (4x¢) Latency (avg): 73ms Requests: 5.20/min Faults: 0.00/min
» Insights
Latency C ® ! Requests i Faults (5xx) L
Settings Seconds. No unit Percent
Getting Started 0149 ~ s 1
B
T 4 05
o o o
2147 2148 2149 2150 251 2147 2148 2149 2150 2151 2147 2148 2149 2150 251
@ ResponseTime pS0 @ ResponseTime p90 @ TracedRequestCount @ FaultRate
CloudWatch x CloudWatch > Traces
Traces Info | Filter
Favorites and recents > Sm_15m  30m b 3h  6h  Custom [ | keywords
Find traces by typing a query, build a query using the Query refiners section, or choose a sample query. You can also find a trace by 1D,
Dashboards ‘ o
Q Flter by X-Ray g service(id(name: *54.145,112.48", type: "AWS:ElasticBeanstalk:Environment*)) { error = true }
» Alarms Ao @1 O 4| Querles
1 traces retrieved
- [ oy B
9 [0}
» Metri info
Metrcs v Query refiners
¥ X-Ray traces
S Refine queryby ~ Node v A
Select rows to filter traces
Traces
Q S
» Events
» Application monitoring Node ¥
» Insights b- stack-
@B Sisrone
Latency (avg): 62ms Requests: 0.80/min Faults: 0.00/min 0 Alarms
Settings
54.145.112.48
Getting Started 0 G ElasticBeanstalk Environment
Latency (avg): 87ms  Requests: 1.00/min  Faults: 0.00/min 0 Alarms
b- k ATY3MMATUKU4
DynamoDB Table
Latency (avg): 36ms Requests: 1.00/min Faults: 0.00/min 0 Alarms.
Refine query by ‘ response time distribution ¥ Drag and drop on the graph to select a time frame
No. of traces
7 o
|
CloudWatch X : ©
Trace Map | Go to service map
Favorites and recents »
Dashboard
st » Legend and options « @
» Alarms Ao @1 @1
» Logs
» Metrics

¥ X-Ray traces
Service map
Traces
» Events
» Application monitoring
» Insights

Settings

Getting Started

| / »
Client 054.145.112.48
ElasticBea...Environment
No node selected

Select a node to see its details

Trace Summary

Method
POST

Response Code
409

O awseb-e..MMATUKU4
DynamoDB Table

View tr Analyze tra View dashboard

Duration Age

34ms 4 minutes (2022-06-19 17:52:58)




AWS X-Ray
Getting started
Insights
Service map
Traces

B Configuration
Sampling
Encryption

Groups

Overview Resources Exceptions

Exceptions

Working Directory
Ivarfapp/current

Exception

D
4ed115236ba81c3b

message
The conditional request failed

type
ConditionalCheckFailedException

Stack trace

features. constructor. cap [as er] (/var/app/current/node_modules/aws-xray-sdk-core/dist/1ib/patchers/ans_p. js:64)
features. constructor. addAlLRequestListeners (/var/app/current/node_modules/aws-sdk/lib/service. js:279)

features. constructor.makeRequest (/var/app/current/node_modules/ans-sdk/1ib/service. js:203)

features. constructor. svc. <computed> [as putIten] (/var/app/current/node_modules/ans-sdk/1ib/service.js:677)

anonymous (/var/app/current/app.js:78)

Layer.handle [as handle_request] (/var/app/current/node_todules/express/1ib/router/layer. js:95)

next (/var/app/current/node_modules/express/1ib/router/route. js:131)

Route.dispatch (/var/app/current/node_modules/express/lib/router/route. js:112)

Layer.handle [as handle_request] (/var/app/current/node_rodules/express/lib/router/layer. js:95)

anonymous (/var/app/current/node_modules/express/lib/router/index. js:277)

4 Analytics
Default Q, Enter service name, annotation. Or click the Help icon for additional details. (2] Last 6 hours ¥
I Al traces in the group @ 0 traces in the group. Show in charts @ Complete 100% scanned (found 6.7K tra
Retrieved traces @ Filtered trace set A ©®
6.7K traces To add a filter, click and drag one of the charts

below or click one of the table rows.

Duration distribution
s by duration.

# of traces

300
200

100

500ms 108 158 20s 258 30s



Public subnet

InstanceSecurityGroup DBSecurityGroup

m EC2 instance contents

&
PNGINX— =

I Java
scorgkeep

[=2

users

public

Clg udh:"gtch X-Ray
gent Daemon

i

CloudWatch

DynamoDB

Create stack

Prerequisite - Prepare template

Prepare template
Every stack is based on a template. A template is a JSON or YAML file that contains configuration information about the AWS resources you want to include in the stack.

© Template is ready (O Use a sample template (O Create template in Designer

Specify template
A template is a JSON or YAML file that describes your stack's resources and properties.

Template source
Selecting a template generates an Amazon 53 URL where it will be stored

(O Amazon S3 URL ‘ ‘ © Upload a template file

Upload a template file
[ Choose file basic-ec2-template.yml

JSON or YAML formatted file

S3 URL: https://s3.us-east-1.amazonaws.com/cf-templates-1b41xbsxfe6pa-us-east-1/2023-04-13T143830.501Zk4n-basic-ec2-template.yml

Capabilities

The following resource(s) require capabilities: [AWS::IAM::Role]

This template contains Identity and Access Management (IAM) resources that might provide entities access to make changes to your AWS account. Check that you want to create each of
these resources and that they have the minimum required permissions. Learn more [/

k ledge that AWS Cloud ion might create 1AM resources.

Create change set Cancel




CloudFormation » Stacks > scorekeep scorekeep

@ Stacks (2) [c]

| Q, Filter by stack name | Stack info | Events | Resources Outputs Parameters Template | Change sets
| Active v | @ Viewnested
Outputs (4)
<1
‘ Q, Search outputs
Stacks
o . Key a | Value -
] 2023-04-13 16:46:10 UITC+0200 AZ us-gast-1a
(&) CREATE_COMPLETE
Instanceld i-049b4a541a5121395

I 2c2-184-72-85-176.compute- 1.amMazonaws.com I
PubliclP 184.72.85.176
Scorekeep Instructions Powered by AWS X-Ray
Scorekeep Instructions  Powered by AWS X-Ray
Username
. games Charlie
random | 3
= Session ID: HZUNRD2L
Create a game
Session TicToc |
games Rules: [ Tic Tac Toe v
[ session | Games
- View traces for this session
w X=Ray traces
Traces
» Events
w Application menitoring
ServiceLens Map
Resource Health
Internet Monitor @
Synthetics Canaries
Evidently
RUM
Client
w Insights

Container Insights

Lambda Insights

Contributor Insights

o dom-name
La a Function

Application Insights

Settings
Getting Started



Instances (1/1) info K] Connect Instance state ¥ actions v | [

Q
ing | X Clear filters |
Name v Instance 1D Instance state Instance type ¥ Status check Alarm status Availability Zone Public IPv4 DNS v Publ
- 1-0249d39dcfbdc677b @FRumning @Q  t2small ©2/2checkspassec  Noalarms +  eu-central-1b €c2-35-159-19-173.eu-... 351
Instance: i-0a49d39dcfbdc677b ® X
Details Security Networking Storage Status checks Monitoring ags
Tags Manage tags
Q 1 @
Key Value
o OnAWS-Chapterd-JavaApp
awsicloudformation:logical-id EC2Instance
d 21-1:144289 OnAWS-Chapterd-J a ba-11ed-955b. 70

EC2 » Instances » i-04Sb AN > Connect to instance

Connect to instance info
Connect to your instance i-049b4a541a5121395 using any of these options

EC2 Instance Connect Session Manager SSH client EC2 serial console

Instance ID
i-049b4 a5 IS

Public IP address
184. 70NN
User name

Enter the user name defined in the AMI used to launch the instance. If you didn't define a custom user name, use the default user name,
ecZ-user.

ec2-user

@ Note: In most cases, the default user name, ec2-user, is correct. However, read your AMI usage instructions to

check if the AMI owner has changed the default AMI user name.

Cancel

i-0a49d39dcfbdc677b

Public IPs: 35.158.19.173  Priv

st 172.31.11.250



if (
throw new

g
throw e;
finally {

Add to dashboard

% | 11 waces 1 1 @
D v Tacestaws v Timestamp v  Responsecode v ResponseTime v  Duration v  WTTPMethod v  URL Address v
1421323003 002800203 1bdc @ok 2.7min (2022-12-24 19:04:00) 00075 0007 cET ks ec2-54-255-5-114.CompuLe-1.amazonavs.Comyapi/state/ SOH7ABIG/ VKSCOLVQ/AICIBI6F
FOCB554F312b4 3153975881 @ok 3.9min (2022 200 00155 00155 cET Pt fec2-54-235-5-114.compute-1.amazonavis.comyapi/game/ 3DHTARJG/VK3COLVQ.
aa 9327984084 @0k 4.0min (2022 200 0018s 0018s GET it/ fec2-54-235-5-114.compute-1.amazonaws.conyapi/game/ SDHTAZIG/VKICOLVQ
@ok 45min (20221224 190217) 200 0135 0135 PoST Pty joc 254 235-5-114.compute-1.amazonaws. conyapi/meve/ SDHTABIG/VK3COLYQ/NDMDHT7Q
@ox n(2022.12:24 190208 200 0.098s 00885 FOST Pt e 5-114.compute-1.amazonavis.cor HTARIG/VKBCOLVQ/ND
@ok 46min (20221224 19.0208) 200 0133 01335 PoST Pt/ /ec2-54-235-5-114.compute-1.amazonaws. conyapi/meove/ SDHTABIG/VK3COLVQ/NDMDHT7Q
@ok n(2022-12:24 190207 200 01565 POST Pt e 5-114.compute-1.amazonavis.comyapi/move/3DHTARJG/VK3COLVQ/NDMDHTTQ
@ok 4.6min (20221224 1902:06) 200 06015 06015 PosT Pt ec2-54-235-5-114.compute-1.amazonavs.Comyapi/mave/ SBHTABJG/VK3COLVO/NDS
@ok 4.6min (2022-12-24 19:02:04) 00275 PoST et fec. 5-114.compute-1.amazonavis.comy/api/game/SOHTARIGVK3COLVO users
@ok 46min (20221224 190204 200 0138 01385 PUT it/ foc2-54-235-5-114.compute-1.amazonaws. conyapi/game/ SDHTALIG/VKSCOLVQY/rules TieTacToe
@ok 4.6min (20221224 19:02:03) 0085 0095 PUT tp:/fec2-54-235-5-114.compute-1.amazonaws. conyapi/game/ SDHTABIG/VKICOLVQ
Segment details: #% GameModel.saveGame
@
- I o , Overview | Resources
Name Segment status  Response eode Duration —— — i — i
v Scorekeep AW nstance ¢
Scarckeep @ox 200 130ms POST ity 2355411 compute-t am CLVMOMDHTIO
DynameDB @K 200 3ms e scorekeep-gameTable-BTSVELRAKZRG
DynamoDB @K 200 ams Gl scorskespustateTable- 1D 3ORWKEIIXE
DynamoDB @0k 200 3ms e scorekeep-gameTable-5r5uC
GameMadeL saveGame @Ok Sms
Dymamont @Ok 700 e Bitem: scorekespmsessionTabie-
DynamoDB @0k 200 ams terten scorskasp-g:
#:Send notification @0k s8ms
sns @0k 200 5ms ot feers e R——
DynamoDB @0k 200 ams {§Bteitem: scorskesp- gameTable-BFIVELRAKZIG
DynamoDB @0k 200 s0ms Getito: scorckosp-gameTable-BFSVELRAKZNG
## GameMadeL saveGame @oK
DynamoDB @0k Gettem: sessionTable-1EG
DynamoDB @0k 6ms up scorskeeg-game =
DynamoD8 @ok 200 ams. Updatettem: scarekeep-gameTabie: BFSVCLRAKZRG]
@0k 200 3ms Getitem: scorekeep-sessionTable-EQZATBFXDSLO
@0k 200 7ms. et scorekesg-gamaTabie-BFSYCLAAK Pt
DynamoDB @ok 200 S Updateiem: scoskeep-maveTable-1PSO0IQIBSSGI ]
DynamoDB @ox 200 3me Gettem: scorekeep-sessionTable-1EZATEFXDSLO
Dynamo0B Qo 200 ams Getitem: scorekses-gameTabie-BFSVELHAKZRG) i
DynamoDB QoK 200 6me Updateitem: carek sep-StateTabl - 1D3OMWEXEL TXE]

Epring .datasource.continue-on-error
spring.jpa.show-sgql=fal=se
spring.datasource. jdbe-interceptors=

spring.jpa.database-platform—




)

Client O Scorekeep O ebdb@my...naws.com

EC2 Instance Database SQL
Segments Timeline info (O]
m: 1.0m 2.0ms 3.0m: 4.0m: 5.0ms
Name Segment status Response code Duration ! : L !
2. ljms
¥ Scorekeep AWS:ECZ2:Instance
Scorakeep @OK 200 5ms GET http://ec2-54-235-5-114.compute-1.amazonaws.com/api/history
ebdb@mydbinstance.c... ® oK - Tms SQL: jdbepostgresql:/ /mydbinstance. c505jsmt
¥ ebdb@mydbinstance.c505jsmtcujz.us-east-1.rds.amazonaws.com Database:SQL
ebdb@mydbinstance.c50... @ oK - Tms SOL: jdbcpostgresql://mydbinstance.c505ismt. ..

RandomNameFunction:
DependsOn: CopyZips
Type: AWS::Lambda::Function
Properties:
FunctionName: random-name
Handler: index.handler
Runtime: nodejsl4.x
Role: !GetAtt 'FunctionRole.Arn'
Code:
S3Bucket: !Ref 'LambdaZipsBucket'
S3Key: !Sub 'chapter-04/random-name-lambda.zip’
Description: Generate random names
Timeout: 18
TracingConfig:
Mode: Active
Environment:
Variables:
TOPIC_ARN: !Ref notificationTopic

tr

public void schemaExport() {
EntityManagerFactoryImpl entityManagerFactoryImpl = (EntityManagerFactoryImpl) localContainerE

SessionF .oryImplementor sessionFactoryImplementor = entityManagerF: oryImpl.getSessionF
StandardServiceRegistry standardServiceRegistry = sessionFactoryImplementor.getSessionFactoryOpm
MetadataSources metadataSou = new MetadataSourc (new BootstrapServiceRegistryBuilder () .bui
metadataSources.addAnnotatedClass (GameHistory.class) ;

MetadataImplementor metadataImplementor =

(MetadataImplementor) metadataSources .buildMetadata (

emaExport emaExport = new emaExport (standardServiceRegistry, metadataImplementor);

AWSXRay.beginSegment (
hemaExport.create (tru
AWSXRay.endSegment () ;

static {




// send notifieation on game end /
.Entity{} H

Entity segment = recorder.getTra
if ( newStateText.startsWith("2A") || newStateText.startsWith ("B

Thread comm = new Thread() {
public void run() {
segment.run({) —> {
ubsegment subsegment AWSXRay.beginSubsegment ("## i

Sns.sendNotification (' " Wi : userId) ;
AWSXRay.endSubsegment () ;
s
1
Ir

mm.start () ;

Segments Timeline info &
0.0ms 20ms 40ms aoms 100ms 120ms
Name Segment status Response code Duration ' : ! : !
¥ Scorekeep AWS:EC2:Instance
Scorekeep @ OK 200 126ms POST http://ec2-54-235-5-114.compute-1.amazonaws.com/api/move/8ILCSKA...
DynamoDB @OK 200 7ms Getltern: scorekeep-gameTable-BF3VCLRAKZRG
DynamoDB ® oK 200 4ms Getltern: scorekeep-stateTable-1D30XWEXBJ1XE
DynamoDB @OK 200 5ms Getltemn: scorekeep-gameTable-BF3WCLRAKZRG
I: ## Send notification ®ok - 17ms
SNS [O]e] 200 17ms Publish: arh:aws:sns-us-east-1:846793595595 scorekeep-notification
## GameModel.saveGa.. ®ok - 15ms
DynamoDBE [O]e] 200 ems Getltem: scorekeep-sessionTable-1EQOZATBFXD3LO
DynamoDB ® oK 200 9ms Updateltemn: scorekeep-gameTable-BF 3VCLR4KZRG
DynamoDB @OK 200 7ms Updateltern: scorekeep-gameTable-BF 3VCLRAKZRG

DynamoDB @OK 200 ams Getltem: scorekeep-gameTable-BF 3WCLR4AKZRG



Chapter 5: Insights into Operational Data with CloudWatch

CloudWatdss

Favorites and recents

Dashboards
¥ Alarms

In alarm

All alarms

Billing

v Logs
Log groups

Logs Insights

¥ Metrics
All metrics
Explorer

Streams

Ao @1 02

N

CloudWatch

Favorites and recents

Dashboards

X CloudWatch Explorer

Explorer info

>
EC2 Instances by type A

— | Empty Explorer

v Alarms Ao @1 @2 |Generic templates |

In alarm
All alarms

Billing

v Logs
Log groups

Logs Insights

v Metrics

All metrics

Explorer
CloudWatch Explorer
Explorer we
EC2 -
Metrics Info

Q

EC2 Instance: CPUUtIlization: Average X ‘

EC2 Instance: DiskReadBytes: Average X ‘

[ Show more chosen options (+10)

Clear all

From Info

Add resources by selecting their tags and properties.

Q

Aggregate by Info

Combine time series using an aggregation function

EC2 Instances by type

Lambda by runtime

Service based templates

Elastic Block Store (EBS)
EC2

CloudWatch Events
CloudWatch Logs

S3

Simple Notification Service

th 3h 12h 1d 3d Iw Custem @ | C v| =

Add to dashboard

No charts
To start, choose a metric and then choose tags and
properties in the From box.

Read more about Explorer



CloudWatch > Explorer

Explorer info

‘ EC2 v

Metrics Info

Choose metrics to explore.

‘ Q, Enter metric on a resource ‘

[#] show more chosen options (+10)

From Info
Add resources by selecting their tags and properties.

‘ Q, Choose tag

aws:autoscaling:groupName: apachestack-

WebServerGroup-1HIEINVD4C25T

Cloudwatch > Explorer

Explorer info th 3h 12h 1d 3d Iw | Custom B EEE

EC2 v LR BEPN  Add to dashboard
X . .
(55 o All resources - CPUUilization i All resources - DiskReadBytes i
Choose metrics to explore. Percent Bytes
Q, Enter metric on a resource 1.00

| £C2 Instance: CPUUlzation: Average X I 150 0s0
| EC2 Instance: DiskReadBytes: Average X I o as0
B Show mare chasen options (+10) 040

Clear all 50 020
From info L o

Add resources by selecting their tags and properties. 1845, 1800, a5 1530 19:45 1845 1500 151 1530 19:45

Q Choose tag I @ -OaGeedichdeatcfs @ i-074366b326044283 I I @ -OaGeesichdeatcfs @ i-074366b326044283 I
aws:autoscaling:groupName: apachestack- X All resources - DiskReadOps ! Allresources - DiskWriteBytes i
WebServerGroup-1HOEINVDAC25T
Count Bytes.
Clear all 100 1.00
Aggregate by info 080 080

Combine time series using an function.



=  Explorer o

‘ Q, Choose tag

‘ Environment: Production X

Clear all

Aggregate by Info

Combine time series using an aggregation function.

Sum v ‘

for | All resources v ‘

Split by Info

Show separate graphs based on tag values.

‘ None v ‘

¥ Graph options

Layout columns rows

= Cloudwatch > Explorer

Explorer into Tho3ho 12 1d 3 Tw | Custom m‘ @
EC2 v <1 > Add to dashboard

X I . ) .
Metrics mnfo All resources - CPUUtilization Cc ® @ All resources - DiskReadBytes H
Choase metrics to explore. No unit No unit
Q, Enter metric on a resource 1.00
‘ EC2 Instance: CPUUtlization: Average % | 2500 080
‘ EC2 Instance: DiskReadBytes: Average X I 2000 060
[E Show mare chosen options (+10) 15.00 0.40
Clear all
e Ly ow
From Info °
Add resources by selecting their tags and properties. 19:45 20:00 2005 20:30 19:45 20:00 20015 20:30
Environment: Production X All resources - DiskReadOps i All resources - DiskWriteBytes H
Clear all No unit No unit
1.00 1.00
N



b Split by Info

s based on tag values.

‘ AvailabilityZone v ‘

¥ Graph options

Period = 5Minutes W Graphs

Legend = Bottom v

columns rows

Add widget X

Layout

»

Select a widget type to add to the dashboard.

Explorer Line Stacked area Number
A single widget with multiple Compare metrics over time Compare the tota@r time Instantly see the latest value
tag-based graphs and trend for a metric

A/ ||~
~A| Y

11

Gauge Bar Pie Custom widget - New
See the latest value of a Compare categories of data Show percentage or Code widgets using Lambda
metric within a lower and proportional data and more

upper range

N 1 /-‘D N/ES -

CloudWatch > Metrics

Switch to your original interface

Untitled graph & th 3h 12h 1d 3d 1w Custom Line v [ Actions ¥ H c | v ]
Bytes
4637
2,456 . - \/
274 — . —— . \-\
11:45 1200 1215 1230 12:45 13:00 1315 1330 13:45 14:00 1415 14:30

@ ProcessedBytes

Browse Query Graphed metrics (1) Options Source | Add math w I ‘ Add query w ‘
Add dynamic label ¥ Info Statistic: Period: 5 minutes ¥ Clear graph
Label Details Statistic Period Y axis Actions -

B ProcessedBytes [ ApplicationELB « ProcessedBytes  LoadBalan

S minutes v ) N QL P A Y




CloudWatch > Metrics Switch to your original interface

Untitled graph [ Th  3h 12h  1c  LAST - ‘ | Al functions i
LoG Common >
Bytes LOG10 Search >
4,637
MAX Sort >
2,456 . . METRICS Filter >
—_— -
. METRIC_COUNT Conditional > —
11:45 1200 1215 1230 1245 1300 135 MIN Anomaly detection N
@ ProcessedBytes
MINUTE SQL query [ 4
= Start with empty - ‘
Browse ‘ Query | Graphed metrics (1) Options Source PERIOD i IAdd math a Il Add query ¥ l
RATE o
Add dynamic label w Info REMOVE_EMPTY iod: ‘ 5 minutes ¥ ‘ l Clear graph l
RUNNING_SUM
Label Details Statistic Actions .
SEARCH
ProcessedBytes [4 ApplicationELB « ProcessedBytes « LoadBalan Sum SERVICE_QUOTA A Q4 A X
SLICE
-

4 »
CloudWatch > Metrics Switch to your original interface
Untitled graph [1h 3h 120 1d 3d 1w Custom l\ Line v|[ adgions v [[C] v ]

Various units

4637

2319 . . \/

e . — . \
1
12:00 1215 1230 12145 13:00 1395 13:30 13:45 1400 1415 1430 1445
e val @

Browse ‘ Query ‘ Graphed metrics(2) | Options | Source [ Addmath v || Addquery v |
Add dynamic label ¥ Info Statistic: | Sum v ] Period: 5 minutes ¥ ‘ Clear graph
D@  Label Details Statistic Actions =

el [4 IProcessedBytesPerlnterval 4 I m1/PERIOD(m1) [ &L 0 A Y X
m1 [4 ProcessedBytes [4 ApplicationELB « Proc d «LoadBalan Sum NMNQ L B AV X
v
<4 »
CloudWatch > Metrics Switch to your original interface
ProcessedBytesPerinterval B th 3h 12h 1d 3d 1w Custom B | | Line 105 v
Varlows units. '
230 Download as csv
1an \ ° /\, View logs [4
2
1200 s s s 1500 181 193 1945 00 201 2030 204

@ ProcessedBytesPerinterval @ ProcessedBytes

Browse Query Graphed metrics (2) Options Source Add query ¥



Add to dashboard X

Select a dashboard Preview
: T y This is how your chart will appear in your dashboard.

-

‘ Q_ ProcessedBytes X ProcessedBytesPerinterval
| Createnew | e
2,541 .
Widget type
Select a widget type to add to the dashboard.
‘ Line v ‘ 1272
Customize widget title :
Widgets get an automatic title. You can optionally customize the title here.

‘ 2 — - -— .

‘ ProcessedBytesPerinterval
18:00 19:00 20:00

@ ProcessedBytesPerinterval @ ProcessedBytes

Cancel Add to dashboard

Browse | Query | Graphed metrics (2) Options ‘ Source | Add math » ‘ | Add query ¥
Left Y axis Right Y axis

Label ‘ Add custom | Label | Add custom |
Limits Min | Auto | Max| Auto | Limits Min| Auto | Max | Auto |
Show units Show units

Horizontal annotations info

Label Value Fill Axis Actions
] Max Limit [ 2000 [ None v »®
L Min Limit [ 5004 None v X

Add horizontal annotation

Vertical annotations info

Label Date Fill Actions

B MajerChange |5 2022-08-06 (18:12:08) ¥ None ¥ X

Add vertical annotation




CloudWatch > Dashboards > ProcessedBytes

ProcessedBytes v 7 (L

ProcessedBytesPerinterval [ b C B i
Various units.
2,500 .
1
200 | Max Limit (2,000) . . . . N -
1,500 .
Q‘I
g
&
1,000 8
3
A
g .
Min Limit (500 =
so0 -f- (500) -- —a-f-- -- -- - -
=
"
£
Y
2
=
Zi
1800 1815 1830 18:45 1900 1915 19:30 19:45 2000 215 20030 20:45 21:00
@ FrocessedBytesPerinterval @ ProcessedBytes
&
CloudWatch > Metrics Switch to your original interface
EstimatedProcessedBytes [ Th 3h 12h 1d 3d Tw Custom [ || Line v [ ations v [[C] v |
No unit
11235
9.83k
5618
e e
o ¥
20:00 2005 200 2005 2020 20:25. 07~0l9|£?|.29 2035 20:40 2045 2050 2055 2100
@ BytesperSecond @ filledProcessedBytes | 2022-07-09 20:30 UTC
| 1. O filledProcessedBytes 2,640
| 2. O Bytespersecond 254
Browse Query | Graphed metrics (2/3) Options | Source | Add math v || Add query ¥ |
Add dynamic label Info Statistic: ~ Sum v ‘ Period: ‘ (multiple) ¥ | Clear graph |
O D@ Label Details Statistic Period Y axis Actions
B ap BytesperSecond [% €2/PERIOD(e2) [4 NL O AY X
H e 4 filledProcessedBytes [ FILL(m, 1) & NMND O AY X
oon ml ProcessedBytes [4 Be «LoadBalan Sum v QL0 AV X
CloudWatch > Metrics Switch to your original interface
EstimatedProcessedBytes 1 1h  3h 12h 1d 3d 1w Custom (90m) B Line v Actions W &) A
Various units
84166
42,436
06 ;l: l | A AN
1950 1955 2000 005 w10 2015 2020 2025 2030 2035 2040 2045 2050 2085 2100 2108 2110 2115 2120
@ FilledRepeat @ ProcessedBytes
Browse | Query | Graphedmetrics(2/4) | Options | Source [ addmath w || addquery v |
Add dynamic label ¥ | Info Statistic: | sum v Period: | (multiple) v
O D ® Label Details Statistic Period ¥ axis Actions
L m e filledProcessedBytes [ FILL{ m1, LINEAR) [ Kl) MO B AY X P
B 5[ FilledRepeat 4 FILL(m1, REPEAT) [ <y > 08 A Vbx I
= n ml & ProcessedBytes [ ApplicationELB « ProcessedBytes « LoadBalan |Sum v 5 seconds ¥ N Q L0 A v X -




CloudWatch > Metrics

Switch to your original interface

EstimatedProcessedBytes [ th 3h 12h 1d 3d 1w Custom (90m) [ | Line v‘ Actions ¥ |-
Various units.
84166 Filled Linear Values
s \ \
706
1940 1945 1950 1955 w00 2008 00 2013 2020 w25 2030 2035 2040 2045 2080 2085 2100 2108
@ filledProcessedBytes () ProcessedBytes
Browse | Query ‘ Graphed metrics (2/3) Options | Source | Add math ¥ H Add query ¥ |
Statistic: | Sum v Period: | (multiple) ¥ |
O L]0 Label Details Statistic Period ¥ axis Actions
! el [4 BytesperSecond [4 S_Z_,’PERIOD[EE)_ ®B N OB A Y X
B e filledProcessedBytes [ FILL{m1, LINEAR) [ N LT AY X
n B mE ProcessedBytes [ ApplicationELB « ProcessedBytes - LoadBalan Sum v 5seconds ¥ N»Q O A Y X
CloudWatch > Metrics Switch to your original interface
Untitled graph & ‘ 1th 3h 12h 1d 3d 1w Custom EJ | Lline A Actions ¥ [¢] v
10
15
=T A A A NA AA MA_ N MV VWW W WW TV VVWTWEVTTY V
1800 1900 2000 000 2200 2500 0090 w— 05:00 06:00 0700 0890 0990 1000 100 1200 1500 1200 1500 1600 1100
2022-07-11 02:06 UTC
1. © ActiveConnectionCount 2 =
Browse Query ‘ Graphed metrics (2/5) | Options ‘ 2 @ alam [} I Add math ¥ J I Add query ¥ |
Add dynamic label Info Statistic | (multiple) ¥ [ Period: | 5minutes ¥ ‘ Clear graph
O 16} Label Details Statistic Period ¥ axis Actior ©
C] M weekday B week [ A
T M weekend (5 weekend [ TIME_SERIES(2) [ »
) M dynamic (5 Expression3 [ IF(((DAY(weekday) == 7 OR (D == 6 AND HOL ) > 8) OR (i 1 e
W aam B alarm [ IE(metric <= dynamic.0,1) [ A
m H metic [ ActiveConnectionCount [ B+ ActiveC ount s L - app/Autos-Appli-CS42A2PILANN/SSccf12¢ Average ¥ Sminutes ¥ » Q
« | 4
CloudWatch > Metrics Switch to your original interface
Untitled graph [ [ sn 2 19 30w custom @ Line v | [Cactions v | [C] * |
30 .
15 {
a1 T T | — Ty WUMAR ML
o708 07/08 0709 07409 07409 LIATTEH 0710 o710 o7/ o7/ o7/
2022-07-10 08:25 UTC
1. QO ActiveConnectionCount 2.8
Browse Query ‘ Graphed metrics (2/5) Options Source 2 @ Expressiont 0 | Add math ¥ | | Add query ¥ |
Add dynamic Label nfo Statistic: | (multiple) ¥ | 5 Period: | 5 minutes ¥ | | Clear graph
m| LY6} Label Details Statistic Period ¥ axis Actior
] M weekday [ week [ TIME_SERIES(1) [ e
) M weekend B weckend B TIME_SERIES(2) 4 »
| M dynamic B Expression3 [ IF({(DAY(weekday) == 7 OR ( ) == 6 AND HOL > 8)) OR (HOL B »
alarm [ Expression [% A
@ E menic[ ActiveConnectionCount [ 8.« ActiveC ount - L PP Appli-CS42A2PJLANN/SBccf12¢ Average ¥ Sminutes ¥ ~ Q




CloudwWatch > Metrics

Untitled graph &

30

) L

as00

0200

Switch to your original interface

1w 1sca  men ;e ne oo oo paco
2022-07-11 11:16 UTC
- 1. @ AciiveConnectionCount 2
Browse | Query Graphed metrics (2/5) Options Source 2 Q Expressiont 0 Add math ¥ | [ Add query ¥ |
Statistic: | (multiple)] w [4 Period: 5minutes v Clear graph

i D@ Label Details Statistic period ¥ axis Actior =

week [ TIME_SERIES() & e

weekend [4 TIME_SERIES(2) &5 e

[ W dynamic 5 Expression3 [ IF(((DAY ==7 OR (DA y) == 6 AND HO > 8)) OR (HOL ® P

alarm [ Expression1 [ o P

M B metic [ ActiveConnectionCount [ ApplicationELB « ActiveConnectionCount » LoadBalancer: app/Autos-Appli-CS4ZA2PILANN/S8ccf124 Average ¥ S minutes ¥ A Q
-

‘ »

CloudWatch > Metrics
LatencySLA-TargetResponseTime [

Switch to your original interface

v Actions ¥ c v

th 3h 12h 1d 3d 1w Custom B ‘ Line

©
oo o QO )
° @ (5%
1900 2000 2100 2200 2500 0000 0100  0Z00 0300 0400 0500 0§00 0700 0800 0900 1000 1100 1z00 1300 1400 1500 1§00 1700 1800
@ belowsla @ sbovesla
Browse | Query | Graphedmetrics (2/4) | Options | Source addmath v | [ addquery ¥ |
D @ LABEL DETAILS STATISTIC PERIOD ¥ AXIS ACTIONS
D sla [ Expression1 [4 TIME_SERIES(0.004) [ N Lo A Y X
| ] n2 TargetResponseTime [ ApplicationELB - TargetResponseTime - Targe  Sum v 5 minutes ¥ QL0 A Y X
m u ez [ belowsla & L0 AV X
m n el [ abovesla [ ML B A Y X
CloudWatch » Metrics Switch to your original interface
Totals3BucketSizes [ [ 3h 120 10 30 1w custom @) Nember v [ actions v [[G [ ¥ ]
75.3m
@ 53BucketSize
Browse ‘ Query ‘ Graphed metrics (1) Options Source ‘ Add math v | ‘ Add query w» ‘
Add dynamic label Info Statistic: | Sum v ‘ Period: ‘ Tday w ‘ | Clear graph ‘
D @ LABEL DETAILS STATISTIC PERI
| | el S3BucketSize [% SUM(SEARCH('{AWS/S3,BucketName,StorageType} MetricName="BucketSizeBytes”, 'Su... [4
CloudWatch X CloudWatch > Metrics Switch to your original interface
S — TargetResponseTime B 1 3h 12h 1d 3d 1w Custom B | line v|
Dashboards - aare
* Alarms A @202
cam
In alarm
Al alarms. N — . —_— .
Blling nm s 120 121 nx 145 10 s e 154 142 s
8 TargetfesponseTime
~ Logs =
Log groups - 4
o | e | e | s | e
Logs Insights
v Matrics Info Statistic: | Sum ¥ | Period: | 5minutes ¥ |
All metrics
= Label Details Statistic period Yaxis\_  Actions
Explorer
@ M TargetResponseTime [ v A ¥ X

Streams




Switch to your original interface

CloudWatch x CloudWatch > Metrics
TargetResponseTime & th 3h 12h 1d 3d 1w Custom [E| Line A4 Actions ¥ H (¢} ‘ v ‘
Favorites and recents »
Dashboards - 102 \
vaams A1 @202 §
as1 Anomaly detection band
In alarm created by the model /
All alarms °
o 130 v 1200 s 130 s 1500 1 1330 1ans 1200 s
. [Ty
¥ Logs =
Log graups B N
= || Em | e | G | o
Logs Insights
- Matries Statistic: | Sum ¥ | Period: | sminutes v [ Clear graph |
All metrics
Details. St: Period ¥ axis Actions.
Explorer
[/ m B TargetResponseTime [ ELB « TargetResponseTime « Load  Sum v S minutes ¥ K QL@ Ay X
Streams e
TargetResponseTime (expected) 2B X
CloudWatch > Metrics Switch to your original interface
TargetResponseTime [£ 1h 3h 12h 1d 3d 1w Custom ‘ ‘ Line v H Actions ¥ H C | v ‘
102
051
o
130 s 1200 1215 1230 125 1500 135 1330 1505 1400 15
[ ] 8A cted)
Browse ‘ Query ‘ Graphed metrics (2) Options Source ‘ Add math ¥ ‘ ‘ Add query ¥ ‘
info Statistic: ‘ Sum v | Period: | 5 minutes ¥ ‘ ‘ Clear graph ‘
nE® Label Details Statistic Period ¥ axis Actions
m & TargetResponseTime [4 ApplicationELB - TargetResponseTime - Load  Sum v 5 minutes ¥ A QB A Y X
adl B TargetResponseTime (expected) I ANOMALY_DETECTION_BAND(m1, 2) B I X
Edit math expression Info X
IOMALY_DETECTION_BAND(m1, 3] |
CloudWatch > Metrics Switch to your original interface
TargetResponseTime & th sh 12h 1d 3d 1w Custom ‘ ‘ Line v H Actions ¥ H c ‘ v
135
057
0
1130 1145 1200 1215 1230 1245 1300 1315 1530 1345 1400 15 1430
e ®A (expected)
Browse Query ‘ Graphed metrics (2) Options Source ‘ Add math v H Add query v ‘
Add dynamic label v | Info Detail X Statistic: | sum v ‘ Period: | 5 minutes ¥ ‘ | Clear graph ‘
ANOMALY_DETECTION_BAND(m1, 3}
[LY6) Label Edit anomaly detectiop model Statistic Period ¥ axis Actions
ml 7 TargetResponseTime [ Delete anﬂmalydetegjw model oad Sum v 5minutes ¥ A Y X
adl TargetResponseTime (expected) IANOMALV DETECTION_BAND(m1, 3) [4 I X




Edit anomaly detection model

You're customizing the anomaly detection model for the metric "TargetResponseTime" and the statistic "Sum™.

Exclude from training

You can exclude .‘:D[!CIf’IC time ranges in the pastor future.
2022-07-09 (23:00:00) » 2022-07-11 (06:00:00)
? < June 2022 July 2022 >
'— Su Mo Tu We Th Fr 5a Su Mo Tu We Th Fr 5a
1 2 3 4 1 2
5 6 7 8 9 0 1 3 4 5 6 7 8 9
12 13 14 15 16 17 18 10 11&12 13 | 14 15 16
19 20 21 22 23 24 25 17 18 19 20 21 22 23
26 27 28 29 30 24 25 26 27 28 29 30
31
2022/07/09 ‘ ‘ 23:00:00 ‘ 2022/07/11 ‘ | 06:00:00 |

Edit anomaly detection model

You're customizing the anomaly detection model for the metric "TargetResponseTime" and the statistic "Sum”.

Exclude from training

You can exclude specific time ranges in the past or future.

| 2022-07-10 (01:00:00) » 2022-07-11 (08:00:00)

H Remove

| Start date

> End date

|

Metric timezone - optional

| Current timezone (Europe/Berlin) ¥

For metrics sensitive to daylight savings time changes,

[_"{.‘le'}' the timezone of the metrics source.

s

Cancel

Choose Application Type

x

© Resource group based application
Create am application using one of my

resource groups.

() Account based application
Create an application using all the
resources in this account.

Service-linked role

When you onboard your first application, a service-linked role (SLR) is
created in your account. The SLR is predefined by CloudWateh Application
Insights and includes the permissions the service requires to monitor AWS

services on your behalf.

ﬁ




CloudWatch » Application Insights % Add an application

Step 1
Specify application details

Step 2
Set up monitoring

Step 3
Step 3: Specify component
details

Step 4
Review and submit

Specify application details

Select an application or resource group info

My_resource_group v| | Browse all

Register an application

Create new resource group [4

Automatic monitoring of new resources Info

\utomatically monitor resources added to this application after onboarding.
ipplication Insights will apply recommended configurations to new components.

Monitor EventBridge events info

Monitor EventBridge events
Select to monitor events from AWS resources, such as Amazon EBS, Amazon EC2, AWS CodeDeploy, AWS ECS, AWS Health, AWS RDS, AWS S3, and AWS Step Functions.

Integrate with AWS Systems Manager OpsCenter info

‘Enerate Systems Manager OpsCenter Opsltems for remedial actions
Select to generate AWS Systems Manager OpsCenter Opsitems for problems detected in this application. You can later modify the selection in the Edit resource group page.

Simple Notification Service (SNS) - optional
Specify the SNS topic ARN to notify when an Opsltem is edited, including for status changes.

| example arn:<partition>:sns:<region>:<account_id>:applicationinsights




Step 1
Specify application details

Step 2
Set up monitoring

Set up monitoring

Monitored components

Application Insights sets up monitoring for each listed component by default. Select the application for each listed component.

Step 3
Step 3: Specfy component
details

Step 4

Review and submit

Component
scorekeep-moveTable-100BMLZ 1 TATER
DynamoDB table

mydbinstance
RDS database instance

scorekeep-notificationTopic-D30WORCCISXB
SNS Topic

scorekeap-sessionTable-170X05KHMAS35
DynamoDB table

scorekeep-lambdazipsbucket-6o7 gr8hdmsan
53 bucket

scorekeep-gameTable-1C7QPBAIBVYMD
DynamoDB table

scarekeep-CopyZipsFunction-d8gNxYY3Zogl
Lambda function

scorekeep-userTabl CWBMSKS
DynamoDB table

scorekeep-stateTable-8119K36 1NWUD
DynamoDB table

random-name
Lambda function

i-013fb7cc20c05d70d
Amazon EC2 instance

Application  Info

Default

Default

Default

Default

Default

Default

Default

Default

Default

Default

JAVA application

v || | Remove

scorekeep-stateTable-8119K36 TNWUD
Dynamo database

Application tier

Default

This component does not have logs.

random-name
Lambda Fumction

Application tier

Default

This component does not have customized log paths. You can configure the logs in manage monitoring.

i-013fb7cc20c05d70d - optional

Amazon EC2 instance

Application tier
JAVA application

Application

The file path where your |

ftmpfscorekeep.log|

are stored for this component




v

Step 3: Specify component details

Component details
Application Insight will apply defaults for other settings like metrics. If you do not know a log path, you can add it Later.

Dynamo DB component
This component does not have logs.

RDS Database component
This component does not have customized log paths. You can configure the logs in manage menitoring.

SNS Component
This component does not have logs.

Dynamo DB component
This component does not have logs.

53 component
This component does not have logs.

Dynamo DB component
This component does not have logs.

Lambda component
This component does not have customized log paths. You can configure the logs in manage monitoring.

Dynamo DB component
This component does not have logs.

Dynamo DB component
This component does not have logs.

Lambda component
This component does not have customized log paths. You can configure the logs in manage monitoring.

i-013fb7cc20c05d70d
Application log path : /tmp/scorekeep.log - optional

Cancel Previous

CloudWatch » @ Application my_resource_group added successfully.
To customize monitoring settings, choose Manage monitoring for each component.
Favorites and recents >
CloudWatch Application Insights my_resource_grou
Dashboards 28ipp 9 ? ¥ _group
Alarms Ao @o @
@ Next steps
Logs Set up notifications
Metrics To get notifications for the problems detected by CloudWatch Application Insights, set up
X-Ray traces
Events

my_resource_group

Application monitoring

Insights

Application summary

Container Insights

Lambda Insights

Contributor Insights

Application Insights

Settings

Resource group

my_resource_group [4

Automated menitering of new resources
Enabled

AWS Systems Manager Application Manager

Getting Started View in Application Manager [2




Overview | List view

Monitored assets (23) nfo Telemetry (87) info
Applications Resources Metrics

1 11 67

Components Alarms

11 17

Components SUMMary info

(@ You have 0 unmonitored components.

(B
omponents
-

Il Menitored [l Unmenitored

Detected problems summary mfe

Top recurrent problems (2

EC2:High CPU
Problems
CloudFormation > Stacks
Q @D View nested | Active v 1 &
Stack name Status Created time Description
Applicationinsights-CWAgent-
SceBd2efcce481190ef27d0-
AppinsightsCWAgentmyresourcegroup0- @ CREATE_COMPLETE 2022-08-04 13:02:53 UTC+0200 Install and Configure CloudWatch Agent for Specified Component Instances

1MCREXOPIIW
Applicationinsights-CWAgent-

SceBd2efcced81190ef27d045b2485794 @ UPDATE_COMPLETE 2022-08-04 13:02:47 UTC40200 Parent Template for install and Configure CloudWatch Agent for Specified Component Instanees
272adbf30¢c11e5d8eb09F74586412de



Application Insights ¥ 1h

3h 12h 1d

1w Custom (10h) || c | A HEI

Problem summary
Problem 1D
Dp-0c4a233b-68d9-455d-2604-E77508022389

Source
mydbinstance

Severity

A High

First occurrence time
2022-08-03T08:12:112

Problem summary Last recurrence time

Status
Resalved

Number of recurrences
1

Resource group

(G-

EC2: High CPU 2022-08-03T15:13:322 my_resource_group
Resolution time SSM Opsitem
2022-08-03T16:13:332 0i-0fc 734066607 [4
Insight Infg

Write latency should be less than 10ms. Monitor the application activity. Check the 10 activity. You may need to scale up the instance.

Is this insight useful?

[ e [ v ]

RDS database instance - mydbinstance

mydbinstance - WriteLatency
Seconds

0.023

0012 yyriteLatency == 0.01 for 2 datapolnts within 10 minutes

N — TN s e~
07-:00 08200 09:00 10:00 11:00 1200 1300 1400

@ writeLatency

AWS Systems X

AWS Systems Manager » OpsCenter » [CW Application Insights] A Problem Has Been Detected for Application my_resouree_group - 2022-08-03T08:12:11Z

Manager
[CW Application Insights] A Problem Has Been Detected for Application my_resource_group -

Quick Setup

Overview ‘ Related resource details
Onerations M
Explorer Related resource: | mydbinstance A ‘ Previous Next
OpsCenter Q ‘
CleudWatch Dashboard RU | 056 18520251008455
Incident Manager EC2 instance

v CloudWatch M ™brstance |
A

Application Manager
AppConfig

Parameter Store

CPU Utilization (Percent) i

Percent Count

20822-86-26T19:38:45,45..

Default fields

v 1
Fie Va
@ingestionTimed1656265125893

@log |246793505505: 115 Logs
@logStream i-814625c48c9dddabd
@message

@timestamp 1656265125460

DB Connections (Count)

Freeable

Bytes

2022-86-26 17:37:47 172.31.88.53 GET /iisstart.png - 808 - 31.288.39.171 Mozilla/5.8+(Wi

s

2022-06-26 17:37:47 172.31.80.53 GET /iisstart.png - 8@ - 31.2088.39.171 Mozilla/5.8+(Windows+NT+18.0;+Wing




CloudWatch X CloudWatch > Logs Insights

Fields
Favorites and recents » .
Logs Insights sm  3m 1h  3h  12h  Custom @ ‘
. Select Log groups, and then runa query or choose a sample query. D
Dashboards 3
Queries
v Alarms A2 @204 1
Select log group(s) | ©
In alarm
; 5 . Help
All slarms 1 fields @tinestanp, @message
2 | sort @timestamp desc
3 | limit 20

¥ Logs

Log groups Queries are allowed to run for up to 15 minutes.

Logs Insights

Logs ‘ Visualiza Add to dashboard o)
¥ Metrics
All metrics
No results
Explorer Run a query to see related events
Streams

Cloudwatch > Logs Insights

Logs Insights

sm  30m 1h  3h
Select log groups, and then run a query or choose 3 sample query.

Select log group(s) v ‘

faws/lambda/random-name X I

1 fields @timestamp, @message
2 | sort @timestamp desc
3 | limit 20

Exportresults v | [ Addtodashboard | @
rd: hed @ Hide histogram
8 records (1.4 S @ 2 records/s (520.206 B/s)
6
4
2
o
06 PM 09 PM Fri0s 03 AM 06 AM 09 AM 12PM 03PM 06 PM 09 PM Sat 06 03 AM 06 AM 09 AM 12PM 03 PM
# @timestamp Emessage
B 1 2022.05.08TI7:1:37.05. END Requesti: 3FSEb931.0CdC-4c8l-S188-CODSE22ITES
B 1 2e22.e5.0eTI7i1is.es. RERORT Requestid: 3fasbssi.dcdc-scse-sles.cabSDS223745 Duration: 1145.47 ms BLlled Duration: 1147 ms Wemory Size: 128 W Max Memory Used: S8 M Init Duration: 727.59 ms XEAY TraceId: 1-slebelss.c3fdz7escere1idbelfabe
B3 2022.05.08TITHIIG.ST. 2022.05.04TISH1:36. 9737 3436be3-dedc sbssz23748 TEO { { Requestia: '7235#fsb.2222.58CC-9760.543681Ca0205 " }, Nessageld: 'DFCSS6a-che-5a20-0327-caeF26214058 " ]
B 4 2022.5.08TI7:11:35.90. START Requesti: 3f96b832-0cOCcB-128-CADSHI22374E Version: SLATEST
» s 2022-28-04T17:94:28,22.. END RequestlId: (8843eD7-bolb-48ee-bfac-C0els5se9s1oe
» e 2022-28-84T17:04:28.22.. REPORT RequestId: ¢$8432b7-bolb-48ee-bfac-coel85095199 Duration: 1008.24 ms Billed Duration: 1801 ms Memory Size: 128 MB Max Memory Used: 88 MB Init Duration: 721.64 ms XRAY Traceld: 1-62ebdffa-ecdasbeflles7d454580217
» 7 17:@4:28.19.. 1511 1552 07-D91b- bfac- NFo { { Requestld: 'eb371cba-dabl-Saes-aefe-470f388810c1" }, Messageld: 'fua2pe7d-f77a-5efs-Sece-e31815464Fdl” }
| 2 2022-28-84T17:04:27.22.. START RequestId: c8843eb7-bolb-28ee-bfac-c@e185@95199 version: SLATEST

CloudWatch > Logs Insights Discovered fields X
Fields Learn more [
Logs Insights 5m  30m 1h  3h  12h  Custom(2d) @ ‘
Select log groups, and then run a query or choase 2 sample query. 5] | Q Search for a field
Queries —
@ingestionTime 100%
‘ Select log group(s) v ‘ ) @logstream 100%
Jaws/lambda/random-name X Help (@message 100%
westld 100%
1 fields @rimestamp, @nessage Eres
2 | sort grimestamp desc @timestamp 100%
3 | limit 20 @type eu,

@billedDuration 25%
@uaton -

Queries are allowed to run for up to 15 minutes.

@initDuration 25%
@maxMemoryUsed 250,
Logs | visualization Export results v | [ Addtodashboard | @ @memorysice .
Showing 8 of & records matched @ Hide histogram @xraySegmentld 25%
& records (1.4 KB} scanned in 2.85 @ 2 records/s (490.644 B/5) @wayTraceld 250
: Messageld 25%
: ResponseMetadata Requestid 250,
’ 06 PM Fri 05 06 AM 12PM 06 PM Sat 06 06 AM 12PM
# @timestamp @message
b1 e esesTIHIIIT.GE. B0 Requestio: 3SSSaR.ceoc aceeSies-caSIRTaS
B 2 2022.08.85TI7:11:37.05 REPORT Requestid: fSS6S32.cc che SieR CUSDIZAZT4S DUPSTion: 145,67 mS Billed Durstion: 1167 ms Memory Size: 128 U MK enory Useds 85 N8 Tnit Durstio
L= 111:36.9727 3f96b932-dcds INFO { { RequestId: '7239ff5b-£222-58cC-9788-342201cab2bs’ }, Messageld: 'bf
>s START Requestid: 3636062-dCdc-4CSR S1e8 CRBSVIISTS Version: SLATEST
> £10 Requestia: csasse bels ases.bfse cariisession
B & 2e20.05.05TI7:e4:28.25 REPORT Requestid: cosdneb7.bsib iSes bac caRISSGSEIE Durstion: 1808.2¢ mS Billed Durstion: 1661 ms Memory Sizs: 128 U Mk encry Useds 85 NE Tnit Durstic
> 12819 2622-85-84TIS304:28. 1557 Co84327-b910- 45z a0 ¢ © requestio: a3 icon gz o 13, vessagetar 15
> START Requestid: coszesy el sses bfac cBSLGSAREISE Version: SLATEST




Table: scorekeep-stateTable-1PROMDV4J4W06

Cloudwateh » Logs Insights Discovered fields X
Fields Learn more [2
Logs Insights sm  3om 1h  3h  12h  Custom (2w) [ ‘
Seloct log groups, and then run a query or choose a sample query. [u] ‘ Q_ search for a field
Queries o
@ingestionTime 100%
[ setect iog group(s) v ‘ ® @logstream 100%
100%
Jawsflambda/random-name X Help @message
@requestid 100%
1 fields @timestamp, @message
2 | sun(@billedburation) as Totalouration 1 @timestamp 100%
: @type 75%
| @billedDuration 25%
Garaton B
Queries are alowed to run for up to 15 minutes. @initouration 259
(@maxMemoryUsed 25%
Logs | Visualization Export results ¥ ‘ ‘ Add to dashboard ‘ ® @memorysize 25%
@xraySegmentld 25%
i Hide histogram
8 records (1.4 kB) scanned in 3.35 @ 2 racords/s (434.356 B/5) @xrayTraceld 25%
; Messageld 25%
; ResponseMetadata.Requestid 25%
0
Jui2s ton 25 Tue 26 Wed 27 Thu2s Fi2 sax0 i3t aug Tue 02 Wed 03 Thuos Fios salos
1
Field value
Totalouration 2142
DynamoDB X DynamoDB > Tables > scorekeep-stateTable-1PROMDVAISWOE
f— Tables 5] x  scorekeep-stateTable-1PROMDV4J4WO06
Tables
Any table tag v
Update settings Overview | Indexes | Monitor | Globaltables = Backups ~ Exportsandstreams | Additional sattings
Explore Nems Q Find tobles by table name
PartiQL editor New
Q <1 > @ » Alarms @ In alarm (0)
Backups
Exports ta §3 scorekeep-gameTable-
SX28697X2412
Reserved capacity » Co Insights for
Settings New ‘scorekeep-moveTable- itemsina y index.
KTEEBW13BETS
scorekeep-sessionTable- nsigh
¥ DAX
VYRMSRTDSIIT
Clusters Enable CloudWatch Contributor Insights to and tabl y Learn more [4
‘scorekeep-stateTable-
Subnet groups. O romovam
. Enable CloudWatch Contributor Insights
Parameter groups
— scorekeep-userTable-
TRIMCFIXIQKSQ
CloudWatch metrics

View all in CloudWatch [




Manage CloudWatch Contributor Insights settings X

Use CloudWatch Contributor Insights for DynamoDB to see the most accessed and throttled items in a table or global
secondary index. Additional costs might apply. Learn more [4

Name Resource type Partition key Sort key Enable
scorekeep-stateTable-1PROMDV4J4WO6 Table id - O
game-index Index game - O

/A Users who have the appropriate CloudWatch permissions will be able to view primary keys protected by fine
grained access control (FGAC) in CloudWatch Contributor Insights graphs. If the primary key contains FGAC-
protected data that you don't want published to CloudWatch, you should not enable CloudWatch Contributor
Insights for DynamaoDB for this table.

CloudWatch Contributor Insights for DynamoDB graphs display the partition key and (if applicable) sort key of
frequently accessed items and frequently throttled items in plaintext. If you require the use of AWS Key
Management Service (KMS) to encrypt this table's partition key and sort key data with an AWS managed key or
customer managed key, you should not enable CloudWatch Contributor Insights for DynamoDB for this table.

Cancel

CloudWatch X CloudWatch > Rules > DynamoDBCantributorinsights-PKC-scorekeep-stateTable-1PROMDVAJAWOS- 1659625339331 Switch to your original interface.
Favertes and recers " @ Rules () G & @DynamoDBContributorinsights-PKC-scorekeep-stateTable-1PROMDV4J4W06-1659625339331
Streams .
1 @ Contributors Period Orderty Widget type Time range
¥ X-Ray traces Top 10 ¥  1Minute ¥ | Sum ¥ | Line v 5m 30m 1h 3h 12h custom @
DynamoDBContributorinsights-PKC-sc
Service map Top 10 of 16 unique contributors
o e |
Traces Funsumw Throughut umgf o uni
o DBCt i PKC-sc.
¥ Events
DynamoDBContributorinsights-PKT-s¢ m
Fules ' V
DynamoDBContributorinsights-PKT-sc [
Event Buses |
DynamoDBContributorinsights-PKT-sc s0
 Application menitoring |
Servicelens Map
Resource Health 40 |
Synthetics Canaries ‘
Evidently 30
M 1830 1545 700 18 3 745 won 1515 1830 845 1200 1915
®110M3v3c4 @2 FOPNG4Es @3 KMCOACD W4 ELPNTGH0 @5 20VUsiek @6, 25HVSHOF @7 SIE2FELT @ & HEMIUFDD @ 9 FSFaATos W 10 SATOIRJI
¥ Insights
Container Insights ] PartitionKey Sum of data points
Lambida Imsights 1 NIM3VIGA 70 |
Application Insights 5 P s
a ELPNTG40 45 1
Settings
5 20VUBIBK 4 1

Getting Started



Chapter 6: Observability for Containerized Applications on

AWS

CloudWatch Container Insights

Container Insights

CloudWatch x CloudWatch > Container Insights
S ,  Container Insights th 3 120 1d  3d 1w Custom B M
Dashboards Resources v
Atarms A3 ©3 O3
Q Filter by cluster
Logs
Log groups

Logs Insights

Metrics
Allmetrics
Explorer

Streams

X-Ray traces
Service map

Traces

Events

Application monitoring
Insights

Container Insights
Lambda Insights

Contributor Insights

‘ Container map

Resources (21)
Q 12 35
Avg
Name v  Type g Cluster Alarms v Prometheus v CPU
name v
(%)
EKS eksworkshop- I
amazon-cloudwatch s - Gt - - 02%
eksworkshop- L
aws-node EKS Pod i - - 0.2%
eksworkshop- L
cloudwatch-agent EKS Pod L - - 0.2%
container-demo ECS Cluster coqaner: - . v
eksworkshop- '
coredns EKS Pod eksctl 5 - 0.1%
container- ]
ecsdemo-crystal S oo - . <0.1%
ECs container- L
ecsdemo-frontend Seicdiome  detfo % 3 06%
ECs container- l
ECHmo Hodas ServiceName  demo - . <0.1%
1h 3h 12h 1d 3d w

| Q. All Clusters

X | | Q setect o node

'© kube-system

e O eksworkshop-eksct! el
e EKS Cluster N e

eksworkshop-eksctl

9 38%  10.5ts 13.9ws

CPU (avg) Mem (avg) RX (avg) TX (avg)
- ' EKS Namespace ~. - S— -
© kube-proxy © aws-node o O fluentd
EKS Pod EKS Pod EKS Pod EKS Pod
No node selected
Select a node to see its details
CloudWatch Container Insights.
Container Insights th  3h 12h 1d  3d Iw  Custom (10m) Add to dashboard
Performance monitoring
EKS Nodes v eksworkshop-eksctl v Filters:
CPU Utilization i Reserved CPU Compute Ca Memory Utilization i Reserved Memory Comput. Alerts
Percent Percent Percent Pereent
165 313 428 — a14
96 263 0.4 3
265 213 38 207
22:08 2217 22,08 227 22:08 2217 2208 2217
B i-0eb709ccf22a6ccd (ekswarkshop @ i-0eb [ ] @ i-0eb709ccf2f2a6ccd (eksworkshop
@ i-0faa335fA02c09f3 (eksworkshop [ ] ] @ i-0f2a335f402c0F33 (eksworkshop
Disk Utilization H Network H Number of Pods H Number of Containers H
Percent Bytes/Second Count Count
26— K f— f
213 58.0k 55— 5§—
209 5.48k 4 )
2208 2217 2208 2217 22,08 227 2208 2217
@ i-0eb709ccF2f2a6ccd (eksworkshor, @0 L] @ -0eb708ccf2f2a6ccd (eksworkshop
1 i-0faa335402c0f9f3 (eksworkshop [ ] e B -0faa335f40200f3 (eksworkshor

csom @[ 8 |

» Map Legend

O fargate-c...r-insights
' EKS Namespace

© adot-colléctor-service
EKS Service

ST (%] [vernmn |

No alerts

Mo alerts to display



CloudWatch

Container Insights

Container Insights 1h 3h 12h 1d  3d 1w Custom (10m) [ _ | c v ‘ IEI ‘ View in maps.
Performance monitoring v
EKS Nodes v eksworkshop-eksctl v Filters: v
CPU Utilization H Reserved C... c® Memory Utilization H Reserved Memory Comput.. Alerts
Percent Percent. Percent Percent
165 313 9 428 a4
No alerts
95 263 404 31
e No alerts to display
285 22 3 ————————— 27—
22:08 2247 2208 2217 2208 2217 2208 22:17
2023-04-13 20:12 Local
1. Q i-0eb ksotl-nodegroup-Node) ip-182-16... 31.25
@ 1-01245780016305020 (eksworksh 8 01243 782012303¢120 (eksworksh:
20 legroup- ip-192-168... 9126 |
kX ) iscil-nodegroup-Node) ip-182-1... 21.25 .
Disk Luizaware . eI N i Number of Pods i Number of Containers i
Percent Bytes/Second Count Count
218 1M1k 6 6
213 58.0k 5 5
209 5,48k 4 4
22:08 2217 2208 227 2208 227 2208 2217
@ i-01243782016303da0 (eksworksh: @ -0124578601e303da0 fekswarksh: @ -0124378601303d20 eksworksh: @ -0124378e01e30330 (sksworksh:
CloudwWatch Logs Insights =
Discovered
fields
Logs Insights sm 30m 1h 3h 1zh Custom
Select log groups, and then run a query or choose a sample query.
o
Queries
v
®
tl/application
Query
help

1 fields @timestamp, emessage, €logStream, @log
| sert @timestamp desc
3| limit 20

Queries are allowed to run for up to 60 minutes.

Logs Visualization

Showing 20 of 22 records matched @

@

Export results ¥ H Add to dashboas

Hide histogram

23 records (24.6 kB) scanned in 2.55 @ 9 records/s (9.7 kB/s)

2
! | h
. I | I
10:20 30 1021 30 1022 a0 10:23 30 1024 30
a = e 2023-04-13T22:22:04+02:00 #log
2 matches
>l 2023-04-13722:22:35... {"log":"2023-04-13 28:22:35 +00BR [info]: #2 Timeout flush: var _ _omazon-cloudwatch_fluentd-cloudwatch-dd@46.. 144289250204: /aws/containerins.
(3 2023-04-13722:22:31... {"log":"2873-04-13 28:22:31 +8000 [info]: #B [filter_kube_metadata_. fluentd-cloudwatch-g3bj2_amazon-cloudwatch_fluentd-cloudwatch-dddde. 144289250204:/aws/containerins..
b3 2023-04-13722:22:30... {"log":"2023-04-13 20:22:30 +0000 [info]: #B [Filter_kube_metadata_. fluentd-cloudwatch-gbj2_amazen-cloudwatch_fluentd-cloudwatch-dddds. 144289250204:/aws/containerins..
b4 2023-94-13722:22:29... {"log":"2023-94-13 29 +0000 [info]: #0 [filter_kube_metadato_. fluentd-cloudwatch-hgbro loudwatch_fluentd-cloud h fe.. 1 faws/containerins.,
> 5 2023-94-13722:22:29... {"log":"2023-04-13 29 +0000 [infol: #2 [filter_kube_metadata_.. fluentd-cloudwatch-hgbra_amazon-cloudwatch fluentd-cloudwatch-742fc. 144289250204: /aws/containerins.,
(3 2023-04-13722:22:04... {"log":"2023-04-13 04 40080 [info]: #0 [filter_kube_metadata_. fluentd-cloudwatch-gZews_amazon-clougwatch_fluentd-cloudwatch-all9l. 144289250204:/aws/containerins..
> 7 2023-04-13122:22:04... {"log":"2023-94-13 20:22:04 +@00R [infol: #@ [Filter kube metadata . fluentd-cloudnatch \_Fluentd-cloudwatch-a1191. 144 : faws/containering..
(] 2023-04-13722:21:35... {"log":"2023-04-13T20:21:30Z I! number of namespace to running pod .. £-66tpp_ _cloudwatch-agent-ccdc24cfa., 144 faws/containerins..
EKS Nodes A eksworkshop-eksctl v Filters:
CPU Utilization Reserved CPU Compute Ca... | Memory Utilization 1 Reserved Memory Comput... } Alerts
percent Pereent Percent Pereent
319 313 428 — a4
No alerts
23 \/‘-“‘J\/ 263 405 ]
No alerts to display
262 213 383 207
2220 2229 2220 22:29 22:20 2229 22:20 2229
® 0723 357402c0FF3 feksworkshop wi L] ® 1-0fa335£402c0FS73 [eksworkshop
Disk Utilization Network H Number of Pods H Number of Containers
percent Bytes/Second Count Count
216 137k ‘/ 3 &
213 972k _/\, 5 B
2.09 571k 4 4
2220 22:29 22:20 2229 2220 2229 2220 2229
® i-0eb709ccf2f2a6ecs (ekswerkshog
© i-0faa335f402c0f913 {eksworkshop [x] L] ® i-0f2a335£402c01973 (eksworkshop

Pod performance (1/15)
Shows up to 1,000 results by default. For mere results, click "Actions" and view logs in Logs Insights.

View application logs

Q Sortby CPU ¥ View AWS X-Ray traces
View performance logs
Pod A EC2 instance ID v Node v Namespace v Avg CPU (%) v Avg memary (%) v
adot-collector-0 i-0faa335f402c0f9f3 ip-192-168-22-73.eu-central-1.compute.internal fargate-container-insights I 0.1% I 1.7% |
aws-node-82h2j i-0faa335f402c0fof3 ip-192-168-22-73.eu-central-1.compute.internal kube-system I 0.2% I 2.2%



CloudWatch > Logs insights = Discovered fields X
Discovered  Learn more [2
" fields
Logs Insights sm  30m 1h  3h  12h  Custom @
Select log groups, and then run a query or choose  sample query. Q
]
Queries @ingestionTime 100%
- @logStream 100%
@message 100%
= % ® @timestamp 100%
L Query ClusterName 100%
1 fields @rimestamp, @message, @logStream, @log help SFur:esD 100%
2 | sort gtimestamp desc Timestamp 100%
3| limit 20 Type 100%
Version 100%
L4 AutoScalingGroupName 94%
_ Save History Instanceld 94%
InstanceType 94%
Queries are allowed ta run for up to 60 minutes. kubernetes.host 94%
NodeName 94%
Sources.1 90%
Logs Visualization Exportresults v | ‘ Add to dashboard ‘ & kubernetes.namespace_name 74%
Namespace 74%
Showing 20 of 3,018 records matched @ Hide histogram kubernetes.pod_id 69%
3,018 recards (4.0 MB) scanned in 2.65 @ 1,183 records/s (1.6 MB/s) kubernetes.pod_name 69%
kubernetes pod_owners.0.owner_kind 69%
100 kubernetes.pod_owners.0.owner_name 69%
50 | PodName 69%
’ | label lier-revision-hash  63%
10:05 10:10 10:15 10:20 10:25 1030 tabels.pod-templat 59%
kubernetes.labels.k8s-app 56%
# etinestanp message BlogStrean interface 44%
2023-04-13T22+ {"AutoScalingGrouphame” : "eks-nodegraup bedf - 7hcd-cdcd- 4acd . ip-192-168-54-135_eu-central-1.compute. inter. pod_imterface_network rx_hytes 31%
pod_interface_network_rx_dropped 3%
2023-04-13T22: ["autoSeali ipName" :"eks-nodegroup-eac3bedf -7hcd-cd d - ip-192 _eu-central-1.conpute.inter. pod_interface_network_rx_errors 3%
>3 2023-64-137122: {"AutoScalingGroupNane" :"eks-nodegroup-eac3bedf -7ocd-cdcd-4acd-aaba.. 1p-192-168-54-135. cu-central-1.conpute.inter. pod_interface_network_rx_packets 3%
2023-04-13722: {"AutoScalingGraupName" : "eks-nodegroup-cac3bedf-7hcd-cdcd-dacd-agba.. ip-192-168-54-135. cu-cenkral 1. compute inter. pod_interface_network_total_bytes 1%
" 1 ; . ) pod_interface_network_tx_bytes 3%
2023-04-13T22: {"AutoScalingGroupNane” : "eks-nodegroup-eac3bedf-7bcd-cded-4acd-agha. ip-192-168-54-135. eu-central-1. compute. inter. pod_interface_network_ti_ dropped Do
> 6 2023-04-13122: ["utoScali phame" : "eks -node bedf-7bcd-cdcd-4acd-acba. ip-192 35, eu-central-1. conpute, inter., pod_interface_network_tx_errars 31%
> 2023-64-13122: {"AutoScalingGroupName " ; "eks-nodegroup-eac3bedf-7bcd-cd d-ac6a. ip-192-168-54-135. cu-central-1. compute, inter., pod_interface_network_tx_packets 31%
. ) ; . . Sources.2 26%
2023-04-13T22: {"Autoscal ingGroupNane ' :“eks-nodegroup-eacbedf-7oca-cde9-ncd-agba.. 1p-192-168-54-135. eu-central-1.conpute. inter. et et Py oo £ 1 ot
InsidersGuideCloud9Chapter10
‘ Delete ‘ | Update | ‘ Stack actions ¥ | | Create stack ¥
Stack info Events Resources Outputs Par Templ Change sets
Outputs (1)
Q, Search outputs 1 [
Key A Value v Description v Export name v
https://eu-central-
1.console.aws.amazon.com
Cloud9IDE /cloud9/ide/6b5bd4a3d00 - -

f49eeb2f7fb0d0043f6587
region=eu-central-1

AWS Systems Manager Run Command

Commands | Command history

Command history

o

view details | [ Rerun | [ copy to new |_

Q 1
Requested v # # # delivery #
d 1D tat Dt It [« it
Coatit BEED) date ocument name ommen targets error timed out completed
e473dca’-e6e5-4fa5-bb6d-
04162187-a244-420a- @ Thu, 13 Apr 2023 InsidersGuideCloud9Chapter6- -
O soz-babdersagiar Success ExampleCoSSMDocument-CEJBAHsYilkt db21fedGcicdzes0ds15-125e-4bGe-b7da- 1 o ° 1
9d3407b71a26
N N 2f049076-be0c-410-bBed-
Dot G veean bammecsspemaniaegsre | {TUTZ0SDISSOME 200956047 1 o o 1
5 P o 67be2837cad
851ca129-b513-48db- @ Tue, 28 Mar 2023 InsidersGuideCloud9Chapter- ;‘;‘;i;ﬁ:;?;'s;‘?;::;; pp——— 1 o o '
9276-5c0acd6led4d Success 12:28:46 GMT ExampleCOSSMDocument-Tebgfg DYV :
31671534202
832781b-ae44-4920- [©) Sun, 19 Mar 2023 InsidersGuideCloud9Chapter10- ;;zb:i"zz’:cn;";;“i;:;a; b 2615.9618 T o o )
9d2b.7a227¢9b020b Success 13:08:00 GMT C955MDocument-Aiqn3mB2Xc97 e A6AFOI78-9deb-abI>-3618-

26a6871546cd




AWS Cloud9
Welcome to your development environment

Clouds allow
with

Getting started

Toolkit for AWS Cloud9

Create Fila

The AWS Toolkit for CloudS is an IDE extension that simplifies Upload Files.
accessing and interacting with resources from services such as AWS
Lambda, AWS CloudFormation, and AWS AP Gateway. With the
toolkit, developers can also develop, debug, and deploy applications
using the AWS Serverless Application Model (SAM). Learn morer

Clone from GitHub

Configure AWS Cloud9

Main Theme: jett-dark -
Support ——
eator heme: [ Giouas Night -
If you have any questions or experience issues, refer to our Keyboard Made: | Default -
documentation or reach us to get help.

More Satiinge_

CloudWatch Container Insights

Container Insights 1 3h 12h 1d  3d 1w Custem (30m) [E Add to dashboard c ‘ v ® ‘ View in maps

Performance monitoring v

EKS Clusters v eksworkshop-eksctl v

CPU Utilization H Memary U

Alerts
Percent Percent
@ eksworkshop-eksctl @ eksworkshop-eksctl
se2 - ara
No alerts
15 207 No alerts te display
o o
2215 22.20 2225 22:30 2235 22:40 22:15 2220 2225 22:30 2235 22:40
Network RX H Network TX H
No unit No unit
2,50k 2.43k
2.5k 2.7k
1.80k 1.92k
2215 2220 2225 230 2235 22:40 2215 2270 2225 22:30 2235 2240

@ elsworkshop-eksctl @ cksworkshop-eksctl

Cluster Failures i Disk Utilization H Number of Nodes

Count Percent Count

1 a9

: - al L




Amazon Elastic Container Service » Accountsettings » Account settings update

Update account settings

Account info
You are logged in as the root user. Vou can change the account's default settings, ar change the settings of any specific IAM user or role in the account

Setting scope

View for account defaults v

AWSVPC Trunking info

Amazon ECS awsvpc trunking Increases the number of tasks that you ean run in the awsvpe network mode for each EC2 instance in a specific EC2 instance type family.

Turn on or turn off trunking. A change in setting applies to new instances launched after yau change your setting.

(] AWSVEC Trunking

Cl h C i i Info

CloudWatch Container Insights is a menitoring and ing solution for ized applications and micraservices.

Turn en or turn off Container Insights by default for clusters by your current IAM user or role. If you have not defined your default setting, your IAM user or role defaults to the account’s default setting. The account's default setting can
be changed either by changing the root user’s opt-in setting or by using the PutAccountSettingDefault API.

CloudWatch Container Insights

Default namespace - optional

Select the namespace to specify a group of services that make up your application. You can overwrite
this value at the service level.

Q, TestCluster X |

v Infrastructure info

Your cluster is automatically configured for AWS Fargate (serverless) with two capacity providers.
Add Amazon EC2 instances, or external instances using ECS Anywhere.

AWS Fargate (serverless)

Pay as you go. Use if you have tiny, batch, or burst workloads or for zero maintenance overhead.
The cluster has Fargate and Fargate Spot capacity providers by default.

[ Amazon EC2 instances
Manual configurations. Use for large workloads with consistent resource demands.

(] External instances using ECS Anywhere
Manual configurations. Use to add data center compute.

¥ Monitoring - optional info
Container Insights is off by default. When you use Container Insights, there is a cost associated with it.

@ Use Container Insights

CloudWatch automatically collects metrics for many resources, such as CPU, memory, disk, and network. Container
Insights also provides diagnostic information, such as container restart failures, that you use to isolate issues and
resolve them quickly. You can also set CloudWatch alarms on metrics that Container Insights collects.

» Tags - optional info

Tags help you to identify and organize your clusters.




Amazon Elastic Container Service » Clusters > olly-on-aws » Services

o11y-on-aws

Cluster overview

ARN

Update cluster

Delete cluster

Status CloudWatch monitoring Registered container instances
@ olly-on-aws @ Active @ Default -
Services Tasks
Draining Active Pending Running
1 1 - 1
Services Tasks Infrastructure Metrics Scheduled tasks Tags
Services (1) info Create
Q. Filter services by value All launch types v ‘ ‘ All service types v ‘ 1 1)
] Service name v | Status v | ARN | service.. ¥ | Deploymentsand tasks v Lastdeploy.. ¥ | Taskde.. ¥ Re
O o11y-on-aws-adot @ Active 3 armawsecs... REPLICA I /1 Tasks ru... @ Completed adot-exa... 1
Cloudwatch > Container Insights
Container Insights th 3k 12h 1d  3d 1w Custom Add to dashboard I C | v } b View in maps
Performance monitoring v
ECS Tasks v o11y-on-aws v
CPU Utilization Memory Utilization H Network TX
Alerts
Percent Percent Bytes/Second
0.087 2 25
Noalerts
0.043 1 24 No alerts to display
0 0 229
2200 225 2230 22:45 2200 22115 2230 22:45 2200 2215 2230 22:45
@ adot-example-containerinsights @ adot-example-containerinsights @ adot-example-containerinsights
Disk Utilization H Network RX H Storage Read H Storage Write
Percent Bytes/Second Bytes Bytes
No data availably
T} adjusting the dashbosrd time range. 188 ! !
05 166 0s 05
o 135 Q o
21:57 22:56 21:57 22:56 2157 22:56 2157 22:56
® adot-example-containerinsights @ adot-example-containerinsights @ StorageReadBytes @ StorageWriteBytes

Amazon Elastic Container Service > Clusters > o1ly-on-aws > Services > ol1y-on-aws-firelens > Health

o011y-on-aws-firelens .

Health and metrics

Logs | G

[&] | Update service H Delete service

and tasks and events Tags
Status info
ARN Status Tasks
o1 1y-on-aws/o11y-on-aws-firelens. © Active @ 1 Running @ 1 Ccompleted
Health
T 3h 12k 1d 3w

CPU utilization

Deployments current state




CloudWatch x CloudWatch

Log groups > firelens-bl from-fluent-bitapp-firel 7Bt

Favorites and recents >
Log events
Dashbeards You can use the filter bar below to search for and match terms, phrases, or values in your log events, Learn more about filter patterns [3

viom seoner || [E
7 tose a Clear m 30m 1h 12h Custom [E Display ¥ [c]

Log groups

Logs Insights . Timestamp Message

No older events at this moment, Retry

v Metrics
v 2023-B1-23T21:54:24  052+21:00 {"container_id":" 527074892", " container_name cs_cluster” :"olly..
All metrics ¢
“container_1 ua.awesszmmsxzmenunamrnr 527074092", Copy
Explorer "cantainer_name” :
"ecs_cluster nﬂ, on-aws”,
Streams "ecs._task_arn s e s eu-central-1 "

“ecs_task_ dehmh\m “firelens-exomple-cloudwatch: 2",
"log": "[Mon Jon 23 20:54:24,851715 2823] [rpm_event:natice] [pid 1:tid 139899412729152] AHAOAS9: Apache/2.4.55 (Unix)
configured -~ restaring nornal operatians”,
uree: “stder

v X-Ray traces

Service map 1

Traces > 2023-01-23T21154: 24 956491100 {"container_id

No newer events at this moment. Auto retry poused. Resume

", "container_name” "ecs_cluster” :"olly..

¥ Events
Rules
Event Buses

+ Application manitoring

ServiceLens Map

Cloudwatch CloudWateh > Log Groups > appmash-workshop-crystal-snvoy > 4 b b

Dashboards Expandall ® Fow Tet | & ® @

Alarms. 4
Filter avents all  2019-10-12 (22:27:08) -

Time (UTC +00:00) Message

Biling
2018-10-13
Events. v [2019-10-13T22:28:23 2537) *GET /haalth HTTPA 1" 200 - 0 8.0 D "0.0.1.77" 'Envey/HC' "81a3691b-b433-02¢0-a414-5097ac912afb’ "cds ograss_appmest
Rules ’ [2019-10-13722:28:30.1382] * GET /heaith HTTP#1.1" 200 - 0 280 0 *-* *ELB-HealthChecker/2.0" *75de0838-dbed-954d-83ef-0031642507a" "10.0.101.73:3(
Event Buses ’ [2018-10-13T22:28:30.1462) * GET /health HTTP/1.1" 200 - 0 28 0 0 "-* "ELB-HealthChecker/2.0" * ed82e6ed-d 1fc-8bbd-ab77-916355¢5cha7” "10.0.101.73:31
, [2019-10-13T22:28:30.1552] * GET /heaith HTTP/1.1" 200 - 0 28 0 0 *-* “ELB-HoalthChecker/2.0" *c7a30052-5ad3-036-a106-4826580ca484" *10.0.101.73:3C
| Loge > 22:28:40 [2019-10-13722:28.32.423Z) * GET /orystal HTTP/1.1" 200 - 0 830 0 *10.0.2.225" "Ruby" "726cabfa-d5c1-8097-a877-38008560(1da" ' crystal.appmeshworkst:
Insights » 2! 240 [2019-10-13T22:28:33.9442] *GET Jerystal HTTP/1.1" 200 - 0 83 0 0 *10.0.0.196" "Ruby" "t "crystal.
Metrics v 222840 [2019-10-13T22:28:37.7857] *GET /crystal HTTP/1.1* 200 - 0 8300 *10.0.2.225" "Ruby" " * *crystal
v 22pES0 [2019-10-13722:28:40.1497) *GET /health HTTP/1.1' 200 - 0 28D 0 '-* *ELB-HaalthGhecker/2.0" *50567267-8257-968¢-a41b1-0b0126816458' 10.0.101.73:3
Alpine v 202850 [2019-10-13T22:26.40,155Z] * GET /heaith HTTP/1.1" 200 - 0 28 0 0 *-* *ELB-HealthChecker/2.0" *11618985-06b8-9ove-a87a-cal 1080185¢1" *10.0.101.73:30
Settings v 222850 [2018-10-13T22:28:40.1662) * GET /health HTTP#1.1" 200 - 0 28 0 0 "-* "ELB-HealthChecker/2.0" * ded6450f-3fo5-9c48-99ed- 7obobs301024" '10.0.101.73:3C
v 222850 [2016-10-13T22:28:41.2112] 'GET fhoalth HTTRY1.1" 200 - 0 818 17 "10.0.2.225' *Envoy/HC" "7d621Haa-bb40-930:-0641-fa2asbSbdarbs ‘ods_ograss_appr
Favorites 222850 [2019-10-13T22:26,47.8942] * GET /orystal HTTPA.1* 200 - 0 6310 *10.0.1.77" *Ruby" " tal,
v 222850 [2019-10-13T22:28:49.9247) * GET /crystal HTTPA.1" 200 - 0 85 00 *10.0.2.225" "Ruby” "bodef571-bSha-0533-0ib: “erystal
© add a dashboard » o2 0 [2019-10-13722:28:50.1582] *GET /health HTTP/ 1" 200 - 0 28D 0 "-* "ELB-HealthChecker/2.0" *c2ee782d-495a-9e2a-80de-c1d32a0588d9" *10.0.101.73:3
v 2peE00 [2019-10-13T22:26:50.1652) * GET /heaith HTTP/1,1" 200 - 0 280 0 *-* *ELB-HealthGheoker/2.0" *501b0052-416a-9a64-bIde-Bi7a0157717e* *10.0.101.73:300
v 222000 [2019-10-13T22:28:50.1772] *GET /health HTTP/1.1" 200 - 0 2.0 0 *-* "ELB-HealthChecker/2.0" *daf650e1-28af-003c-a54a-682270bd 107¢" *10.0.101.73:30
v 22:28:00 [2019-10-13T22:28:52.3212] *GET /erystal HTTP/1.1* 200 - 0 83 0 0 *10.0.0.196" "Ruby" "8fd6b371-8ci41-911; * “erystal.
v 223500 [2019-10-13722:28:56.9812] * GET Jorystal HTTPA.1* 200 - 0 83 0 0 *10.0.0.196" "Ruby" "7o1eeBb1-32de-058f-8672- " *orystal
222800 [2018-10-19T22:29:00.1372) * GET /crystal HTTP/1.1° 200 - 0 83 0 0 *10.0.2.225" "Ruby” " 4" “crystal,
v 2228010 [2019-10-13T22:28:00.170Z] * GET /heaith HTTP/1.1" 200 - 0 28 0 0 *-* “ELB-HoalthChecker/2.0" *c608c500-d302-014e-b52d 661661442003 *10.0.101.73:5¢
13 22:28:10 [2019-10-13T22:29:00.1762] * GET /health HTTP/A1.1" 200 - 0 28 0 0 "-* "ELB-HealthChecker/2.0" *f57248c2-ef33-9cf6-bbe7-71fcea272ee8’ "10.0.101.73:300
» 2! o [2019-10-13T22:29:00.1872] *GET /health HTTP/1.1" 200 - 0 28 0 0 "-* "ELB-HealthChecker/2.0" *054148e8-29¢3-9d70-a830-e76872d015d2" "10.0.101.73:3
v 222810 [2018-10-13122:26:02.3222] ‘GET fhealth HTTPH1.1" 200 - 0 80 *10.0.0.186" *Ermvoy/HC" *8458bclba-Tac1 9883 p450-06728075820" “cds egress_appme
v 22210 [2018-10-13722:29:06.5247) *GET erystal HTTP/1.1* 200 - 0 8300 *10.0.0.196* “Ruby* ' ‘cryst
» 2228010 [2019-10-13T22:29:08.0722) * GET /crystal HTTPA.1" 200 - 0 83 0 0 *10.0.1.77* *Ruby" "c3913db6-e802-Sfdb-bbio “crystal

No newer svents found at the moment. Retry.

CloudWatch Container Insights

Container Insights th  3h  12h 1d  3d  iw  Custom E _‘c[v‘ ® Viaw In maps

Performance monitoring v
ECS Clusters v olly-on-aws v
CPU Utilization i Memory Utilization 3 Network
i Alerts
Parcant Percent Bytes/Second
0.087 2 4389
No alerts
0043 1 402 No alerts to display
3 o 364
2230 2245 23:00 2315 22:30 22:45 23:00 2315 2230 2245 23:00 2515
@ o11y-an-aws @ or1yonaws @ o1y-on-aws
Disk Utilization § Container Instance Count H Task Count H Service Count H
Percent Mo unit Ho unit Mo unit
No data avallsl data ayailabl No data avallable, No data available.
) adiusting Kha GaEBeard time range. 1) adjusting the Sashboard tme range. T adjusting the Gashbosrd tme range. T adusting the gashboard time range.
05 05 05 05
] o a o
2216 235 226 2315 2216 23115 2216 2315

@ o11y-on-aws @ ContainerinstanceCount. @ TaskCount @ ServiceCount




CloudWatch Logs Insights =

*

Discovered
iah fields
Logs Insights 5m 30m T 3h 12h Custom
Select log groups, and then run a query or choose a sample query.
[}
Queries
v
11 performance X o
Query
1 fields gtimestamp, @message, @logStream, @log help
2| sert gtimestamp desc
3| limit 28
Run query Save
Queries are allowed to run far up to 60 minutes.
Logs Visualization Export results ¥ Add to dashboard &
Showing 20 of 176 records matched & Hide histogram

176 records (185.7 kB) scanned in 2.55 @ 71 records/s (75.1 kB/s)

2
0
1050 10:55 1MPM 1105 11:10 11:15

Btimestarp Emessage @logStrean €log

2023-64-13723:18:12... {"Accountld”:*144289250204","ClusterNome” : "olly-on-aws", "CpuReserve_ 03cZacc7Sdodel 38FFE72289103F. 144289250204: fons/ecs/containerinsights/olly-on-aws/performance
2023-94-13723:18:12... {"AccountId":"144289250204", "Clusterome”

2023-84-13T23:17:52... {"Accountld": “144289250204" , "Clusterhame”:"olly-on-aws", " LaunchType. 030c2acc7Séateldsff§722a91b3f. 144289250204: /ans/ecs/containerinsights/olly-on-aws/performance
2023-94-13T23117:52... {"AccountId”:"144289250204","Clusterhame” :*olly-on-aws', "CpuReserve_ @38czaccisiodelddffi722aalb3f. 144289250204:/ans/ecs/containerinsights/olly-on-aws/perfornance
2023-94-13T23:17:32... {"AccountId”:"144289250204","Clusterlame” :*olly-on-aws", "CpuReserve_ @38cZacciSdodel3Bffar22aoloif. 144289250204: /ans/ecs/containerinsights/olly-on-aws/perfornance
2023-84-13723:17:32... {"Accountd":"144289250204" , "Clustertame”:"ally-on-aws", " LaunchType_ 030c2acc7S8a4e138FFE722891b3F. 1442B9250204: /ans/ecs/containerinsights/olly-on-ows /per formance
2023-24-13T23:17:12... {"Accountd”:"144289250204" , "Clusterlame” :"ally-on-aws", " CpuReserve_ @30c2acc75804e138FFE722891b3 .. 144289250204: /ans/ecs/containerinsights/olly-on-aws/per formance
2023-84-13T23:17:12... {"Accountld”:

"olly-on-aws","LaunchType @30c2acc75adelddffir22a91b3f.. 144289250204: /ans/ecs/containerinsights/olly-on-aws/performance

yYYTVYVYTVYTVYIVYY
@ o m o B ow o e

"144289250204" , "ClusterName” :"olly-on-aws”, "LaunchType_. acc7s8ade136f 3f- +/ams/ecs/containerinsights/olly-on-aws/per fornance

Admi r 1t $ siege -c 200 -i conta- .us-west-2.elb.amazonaws.com
* SIEGE 4.0.4

*x Preparing 200 concurrent users for battle.

The server is now under siege...



CloudWatch > Container Insights
Container Insights

Performance monitoring

1h  3h 12h 1d  3d

1

w  Custom (5m)

Absolute | Relative

ECS Services

Minutes

10 15 30 45

1 2 3 3 E
1 2 3 4 5
1 2 3 4

5 Minutes

Local time zone ¥

CPU Utilization i Memo, ~ Hours
Percent Percent
e @ 01y-on-aws-tes.. ree Days
363 ® o11y-on-aws-tes... 281 —
@ o1 1y-on-aws-tes... Weeks
182 =
0 o
2321 2525 252
Disk Utilization Network RX i
Percent ces/Second
@ol1y-ona.. B @o11y-on-a..
722 @ ol1y-onea.. 227k B 61y-0n-a.
@ ol1y-on-a.. @ o11y-on-a..
361 1Mk
o Bl
2321 2325 2321 23:25

Number of Desired Tasks H

Count

2325

o11y-on-aws-test-ecsdemo-frontel
@ o11y-on-aws-test-ecsdema-nodejs
@ o11y-on-aws-test-ecsdema-crystal

12
Alerts
6 -aws-tes...
~aws-tes...
-aws-tes...
v]

Number of Running Tasks &

Count

2325

11y-on-aws-test-ecsdemo-fronter
@ o11y-on-aws-test-ecsdemo-nodejs
@ o1y-on-aws-test-ecsdemo-crystal

(& [

No alerts

No alerts to display

Number of Pending Tasks H Number of Task Sets H Number of Deployments
Count Count Count
1 1 2
o5 05 1
Cloudwatch > Container Insights
Container Insights 1h 3h 12h 1d  3d 1w Custom (5m) ‘ _ [&] ‘ v | @ l View in maps
| Performance manitoring
‘ ECS Services. v ‘ ‘ ©011y-on-aws-test-Cluster-ARTZPJs9gSVi v ‘
CPU Utilization i Memory Utilization i Network TX
Alerts
Pe nt Pe it B IS d
e @ o1 y-on-aws-tes... reen @ o11y-on-aws-tes... esfsecon @ o1y-on-aws-tes...
83 @ o77y-on-aws-tes.. 21 @ o11y-on-aws-tes... 516k B o1Ty-0n-aws-tes... No alerts
0 ale
@ o11y-on-aws-tes... B o11y-on-aws-tes... @ o'ly-on-aws-tes...
182 a0 o No alerts to display
0 0 91
2521 2325 2321 2325 3 2325
Disk Utilization Network RX H Number of Desired Tasks H Number of Running Tasks
P it By S d Count Count
erce — ytes/Secon — ount au
T2 ®ally-ona. 227k @ olly-on-a.. 2 2
Woily-ona. & oiiy-on-a.. 1 1
361 1.1k 0 0
2321 23:25 23 2325
o 5 0o st ®on 2 d
2321 2325 2321 2335 011y-an-aws-test-ecsdemo-fronter 01 Ty-on-aws-test-ecsdemo-fronte:

@ 0171y-an-sws-test-acsdemo-nodefs

B o11y-0n-aws-test-ecsdema-nodsis

Number of Pending Tasks
Count
1

as

i Number of Task Sets
Count
1

05

i Number of Deployments i

Count
2

,



Cloudwatch > Logs Insights

Logs Insights

Select log groups, and then run a query or choose a sample query.

5m 30m 1h 3h 12h Custom

Select log group(s) -

Jaws/ecs/containerinsights/o11y-on-aws/performance X
1 fields @timestamp, @message, @logStream, @log

2 | sort @timestamp desc
3| limit 20

Queries are allowed to run for up to 60 minutes.

Logs ‘ Visualization Export results ¥ Add to dashboard &

No results
Run a query to see related events

CloudWatch % 1 stats avalMenoryUtilized) as Avg_Menory, ava(Cpulitilized) as Ava_CPU by bin(sm) =
2| filter Type="Task"
3 Fields
Favorites and recents »
]
» Alarms A3 @1 ©3 Queriesar allowed 1o runfor up to 15 minutes.
¥ Logs @l
L6g Gioups Logs  Visualization Exportresutts v | | Add to dashboard @ Help
Logs Insights T
Bar v
¥ Metrics

All metrics

Explorer
Streams
¥ X-Ray traces
Service map
Traces
» Events
» Application monitoring |
¥ Insights
Container Insights

Lambda Insights




Chapter 7: Observability for Serverless Applications on AWS

—

Get All [ltems Function

Customers

AP Gateway et Item by ID Function DynamoDB

Put Item Function

CloudFormation » Stacks » serverless-app

serverless-app

O Stacks (6)

| Q, Filter by stack name |

@ View nested Outputs (2)

Stack info | Events | Resources Outputs Parameters Template Change sets

< 1> ;
| Q, Search outputs
serverless-a
i o Key Y Value
2022-08-27 21:16:48 UTC+0200
(© CREATE_COMPLETE
Apilrl https://265ukzn5g8.execute-aplus-east-1.amazonaws.com/Prod/
@ POSTMAN @ public » Runin Postman
ENVIRONMENT Prod ~ LAYOUT Double Column ~  LANGUAGE cURL ~ #

[— ~ An Insider's Guide to Observability on AWS

» [ chaprero7 This is the documentation of all sample APIs used or demonstrated by the book An Insider's Guide to Observability
on AWS.

chapter-07

POST Putltem

<REPLACE-ME!fitems/

Put item operation




2 My Workspace New  Import +  ceo No Environment v
W) + = oee An Insider's Guide to Observability on AWS / chapter-07 / PutItem [B)save ~  ooe VA
Collections
~ AnInsider's Guide to Observability o...
9
oo ~ 3 chapter-07 POST e
APIs
POST Put Item " i
Params Authorization Headers (7) Pre-request Script Tests Settings Cookies
E.‘ GET Get All Items
Environments @ none @ form-data @ x-www-form-urlencoded @ raw @ binary @ GraphQL JSON + Beautify
GET Get Item by Id
[~} 1 |
Mock Servers P ig
3 "name": "Sample test item"
4 I
Monitors
DynamoDB X OynamoDB > Mems > serverless-app-SampieTable-15V22G7E2211M
Detbond Tables (1) «  serverless-app-SampleTable-15V22G7E2211M © ueneuex
[ Ay table tag v . —
evplors tams IQ Find tables by table name ‘
- <15 @ Seanyjquer ble or index.
Backups Scan Query serveress-app-SampleTable-15V2267E2211M
Exports oS3
imports from 53 tem 15V22G7E2211M » Filters
Reserved capacity
Setfings New m Reset
v bax
@ Completed  head capack i consume: 3
Clusters.
Subnet groups Items returned (3)
e [e]
Evems < @ %
(m] id v name v
o 2 Sample test item 2
(] 1 Sample test item
o o3 Sample test item 3
CloudWatch > Metrics
LambdaDefault [4 1h 3h  12h  1d 3d 1w  Custom (30m)
Various units
415
208
0
19:20 1921 1822 1923 1924 1935 1926 1927 1828 1929 1830 1931 1932 1933 1934 1835 1936 1937 1838 1935 1940 1841 1942
@ Errors @ ConcurrentExecutions @ Invocations @ Duration @ Throttles
Browse ‘ Query ‘ Graphed metrics (5) Options Source
| Add dynamic label ¥ | Info Statistic: | Averag
Label Details Statistic Period Actions
[ | Errors [ Lambda « Errors « FunctionMame: serverless-: Average v 5 minutes ¥ H QL A
[ ConcurrentExecutions [ Lambda « ConcurrentExecutions « FunctionMz Average v 5 minutes ¥ H QL A
[ | Invacations [4 Lambda « Invocations « FunctionName: server  Average v 5 minutes ¥ H Q L A
| ] Duration [4 Lambda « Duration « FunctionName: serverles  Average v 5 minutes ¥ N Q L A
[ | Throttles [4 Lambda « Throttles « FunctionName: serverle Average v 5 minutes ¥ N Q L A




CloudWatch > Metrics

2.5ms

- &

@ Duration p50

Hrmse|

Query | Graphed metrics (3)

Switch to your original interface

Th 3h 12h 1¢ 3d Tw  Custom(15m) E5|| Number

VH Actions * Hc| 5m w |

556 ms

565 ms

\

@ Duration pS0

Source

Options

T

@ Duration p95

| Add math » H Add query ¥ |

Add dynamic label Info

Label

B Duration pS0 [4

M Durationp90 [4

B Durationpds [
CloudWatch P4
Favorites and recents »

Dashboards
v Alarms A1 @203
In alarm

All alarms

Billing

¥ Logs

Log groups

Logs Insights

¥ Metrics
All metrics
Explorer

Streams

Statistic: [# Period: | 1 minute ¥ ‘ ‘ Clear graph ‘

Details Statistic Period ¥ axis Actions

Lambda « Duration « FunctionName: serverlef p50 YA 1minute ¥ A Q L0 A ¥ X
Lambda « Duration » FunctionName: serverled p90 v[E) 1minute ¥ A& Q L0 AY X
Lambda = Duration » FunctionMame: serverley p35 Y[H) 1minute ¥ N QLT A Y X

CloudWatch > Log groups

Log events

> ]aws]lambdalserverless-app-getAllItemsFunction-NQHchWstDM I » 2022

You can use the filter bar below to search for and match terms, phrases, or values in your log events. Learn mor

Q Filter events

> Timestamp

v 2822-88-27T22:32:41.269+02:00

Message

No older events at this moment. Retry

START RequestId: 82566778-5741-4b34-874c-@b22d975ae@d Versi

START RequestId: @256677@-574f-4b34-874c-0b22d975ae@d Version: $LATEST

v 2822-88-27T22:32:42.188+02: 08

END RequestId: @256677@-574f-4b34-874c-0b22d975aeld

END RequestId: @256677@-574f-4b34-874c-0b22d975aeld

v 20822-88-27T22:32:42.188+02:00

REPORT RequestId: @256677@-574f-4b34-874c-06b22d975ae0d

v 2822-88-27T22:33:17.432+02: 08

REPORT RequestId: @2566778-574f-4b34-874c-0b22d975ae8d Durs

Billed Duration: 9

START RequestId: a3fead43B-5685-468c-834a-70b6b3388b42 Versi

START RequestId: a3fead438-5685-463c-834a-70b6b3388b42 Version: $LATEST



Logs Insights

Select log groups, and then run a query or choose a sample query.

| Select log group(s)

| faws/flambda/serverless-app-getAllitemsFunction-NQHcHkWsjDDM )(| | faws/lambda/serverless-app-getByldFunction-ENuSNBXaiVss X| ‘ fawsflambda/serverless-app-r

| faws/lambda/serverless-app-putltemFunction-0JOkwpyg TJom X|

=] Show fewer choesen log groups

5 |max(@initDuration) as maxColdStartTime,
6 avg(@duration) as averageDuration,

7 max(fduration) as maxDuration,
8
9

min(@duration) as minDuration,

avg((r yUsed) &5 averag yUsed,
1@ max(@memorySize) as memoryAllecated, - (avg(@maxMemoryUsed)/max(@memorySize))*18@ as percentageMemoryUsed
11 by bin(5m) as timeFrame

I

Queries are allowed to run for up to 15 minutes.

| Actions w || History

Logs | Visualization
Showing 2 of 12 records matched @
42 records (4.9 kB) scanned in 4.1s @ 10 records/s (1.2 kB/s)
4
3
2
1
1]
10:30 10:35 10:40 10:45 10:50 10:55 11 AM 11:05 "
timeFrame I countInvocations countColdstarts percentagecoldstarts maxColdStartTime averageDuration maxDuration minDuration
> 1 2822-88-28T11:80:02.00.. 7 2 28.5714 £55.63 391.8857 1342.42 63.1

CloudWatch » Dashboards » ServerlessDashboard

ServerlessDashboard v 7 o 3h 1 19 30w cusom @ [ G [ sm v
APIGW i LambdaPutitem H LambdaGetAllitem H DynamoDB
Various units Various units Various units Count

1,802 415 —_ 206 033

017
0 . . — 0 — 0 — 0 )
19:30 19:45 2000 2015 20:30 19:30 19:45 20:00 205 20:30 19:30 19:45 20:00 20:15 20:30 19:30
@ Latency @ Count @ IntegrationLatency @ 4XXError @ Errors @ ConcurrentExecutions @ Invocations @ Errors @ ConcurrentExecutions @ Invocations @ Consume

@ 5XXError @ Duration @ Throttles 1 Duration Throttles Consumer



Stages Prod Stage Editor | Delete Stage || Configure Tag

~ & Prod
v/ @ Invoke URL: hiips:i/269ukzn5g8.execule-api.us-east-1.amazonaws.com/Prod
* fitems
GET
POST Settings | Logs/Tracing | Stage Variables = SDK Generation = Export = Deploy History = D History = Canary
- fitems/{id}
GET Configure logging and tracing settings for the stage.
» & Stage
CloudWatch Settings
Enable CloudWatch Logs @ ©
Loglevel ERROR v
Log full requestsiresponses datd
Enable Detailed CloudWatch Metrics @ @
Custom Access Logging
Enable Access Loggin
I Access Log Destination ARN (i}
Log Format |{ "requestid”"$context requestld”, "ip”: “Scontext.identity. sourcelp”, “caller”"$context identity.caller”,
“user”:"Scontext.identity.user”, requestTime™"$context requestTime”,
“hitpMethod":"$context hitpMethod","resourcePath™ "$context resourcePath”,
“status""$context status”,"protocol”:"$context. protocol”, "respenseLength™"$context respenseLength™ }
~
Insert Example I
List of Log Variables
X-Ray Tracing Leam more
Enable X-Ray Tracing & @ Set X-Ray Sampling Rules
Save Changes
Execution
environment
spun up
c
8
=
(0]
=
=
=]
Execution
Invoke environment
Invoke spun down

Sidecar / agent? k Y—/ \—Y J

Waste when there is no
invoke, driving up cost for
customers



Execution
environment
spun up

Duration

Invoke

Invoke

Execution
environment
spun down

[
\_Y_/

Enable

l_Y_)

Time

l_Y_)

S ENERS Ideally, run when there is something to do, Provide time after the invoke Provide time for
and partners and not run when there is nothing to do. to get telemetry about this some clean-up /
P invoke out final tasks
services
AWS Lambda X
Application
boord serverless-app
Applications. Function URL info
Functions -
i
OuAlitemsPumction- Code | Test  Monitor | Configuration | Aliases | Versions
NQHCHKWSIDOM
v :d:“:u::‘::m Sera e Monitoring and operations tools i
s Triggers
Replicas T, Logs and metrics (default) Active tracing Enhanced monitoring
© Enabled Not enabled © Enabled
¥ Relted AWS resouces Destinations
tep Functons sate machines e
Fonction URL
Tags ith your Lan extensions.
vee
tools.
e
P
Code | Test ‘ Monitor Configuration ‘ Aliases ‘ Versions
Code source info
(@ The deployment package of your Lambda function "ser PP-gf unction-NQHcHkWsjDDM" is too large to enable inline code editing. However, you can still invoke your function.
Code properties
Package size SHA256 hash Last modified

12.1 MB

WKotegsR6+5tiFrS979xGpCDrFy7Y3+z0WIdDBUSBWE=

August 28, 2022 at 12:13 AM GMT+2

Runtime settings info

Runtime Handler info Architecture Info

Node.js 16.x src/handlers/get-all-items.getAllitemsHandler x86_64

taers e
Merge order Name Layer version C il il C il res Version ARN

1 LambdalnsightsExtension 21 - xB6_64 arn:aws:lambda:us-east-1:580247275435:layer:LambdalnsightsExtension:2 1




CloudWatch X
Favorites and recents »
Dashboards

» Alarms Ao @1 @3

b Logs

» Metrics

P X-Ray traces
» Events
» Application monitoring

¥ Insights
Container Insights
Contributor Insights

Application Insights

Cloudwatch » Lambda Insights

Performance monitoring

‘1h s3h 12h 1d 3

Single function v ‘ ‘ serverless-app .. v
[ Alnalarm0 [ ] @ Insufficientdata0 [ ] @OKO
Invocations & Errors H Duration C X3
Maxim
Sum Sum Milliseconds
4.0 1.00 1,228
25 0.50 700
10 0 172
01/08 01/15 01/22 01/29 02/05 02/12 01/08 01/15 01/22 01/29 02/05 02/12
® Invocations ® Errors @50 @po0 @ pi100

Memory Usage

Mew

H CPU Usage

Function summary (3) View performance logs View application logs View function in Lambda
Select function(s) to view performance or application logs in CloudWatch Logs Insights.
<1 > @
O Function name A Invocations Cold starts ¢ Total cost (GB-s) w Max. memory v CPU time v Network 10 v
serverless-app-
O getAllitemsFunction- 13 3 0.6248 . 80% 53ms 204609 bytes
NQHcHkWsjDDM
serverless-app-
O notifyNewltemFunction- 2 2 0.07565 . 5% 95ms. 168 bytes
R3IXHT1r9UE7B
serverless-app-
O putitemFunction- 1 1 01719 . 8% 160ms 43568 bytes
0JOkwpygTlom




Custom Domain Names

VPC Links

API: serverless-app

Resources

Authorizers

Gateway Responses
Maodels

Resource Policy
Documentation
Dashboard

Settings

Usage Plans

¥ Function overview info

Related functions:

Description

serverless-app-getAllitemsFunc A simple example includes a HTTP get method to get all items from a
tion-NQHcHkWsjDDM

DynameDB table.

@ Layers (1) Last modified
=
3 minutes ago
<+ Add destination
B e e
[ arn:aws:lambda:us-east-1:846793585595:function:serverless-app-getAlllt
+ Add trigger emsFunction-NQHcHkWsjDDM
Application
serverless-app
Function URL Info
Code | Test | Manitor Configuration Aliases Versions

General configuration

Triggers

Permissions

Destinations

Function URL

Environment variables

Tags

VPC

Monitoring and operations tools

Monitoring and operations tools info

Logs and metrics (default)
(@ Enabled

Code profiling
Not enabled

Extensions

Active tracing Enhanced monitoring
) Enabled @ Enabled

Use extensions to integrate existing tools with your Lambda functions. Visit the Extensions page [4 to learn about the available AWS partner extensions.

| Gateway | APls > serverless-app (260ukzn5g8) > Stages > Prod

B2 "Prod Stage Editor

e
|' Stages

_|> & Prod I
0e

. Invoke URL: hitps://269ukzn5g38. ite-api. -1 rod

Settings Logs/Tracing || Stage Variables || SDK Generation ” Export ” History H D ion History ” Canary ‘

CloudWatch Settings

Configure logging and tracing settings for the stage.

Enable CloudWatch Logs
Enable Detailed CloudWatch Mefrics

Custom Access Logging

De

De

Enable Access Logging

X-Ray Tracing Leam more

Enable X-Ray Tracing

He

Set X-Ray Sampling Rules




CloudWatch X CloudWatch > Service Map

Favorites and recents > Service map Add to dashboard 5m 15m 30m 1h 3h 6h  Custom [G { v HEH Map v

Dashboards
Q Filter by X-Ray group ‘ “+ Q, Select a node ’
» Alarms Ao @1 O3 ‘
» Logs >
’ » Legend and op
» Metrics
O serverless...f8cX17Mb000 O serverless...f8cX17Mb000

v X-Ray traces Lambda Context Lambda Function

Traces

Client O serverless-i§/Prod
» Events ApiGateway Stage //’,
|
» Application monitoring

O serverles..T1ASTILVSW
Dy DB Tabl
¥ Insights O serverless...qc7T6eltvOv O serverless...qc7T6eltvOv ynamoDB Table
4 Lambda Context Lambda Function
Container Insights

CloudWatch » Traces » Trace 1-630b5d44-566a47ac09e9e2523a677cce

Trace 1-630b5d44-566a47ac09e9e2523a677cce Info

Trace details Raw data

Trace Map

P Legend and options

4w A A

Client

O serverless-app/Prod O serverles...HcHkWsjDDM O serverles...HcHkWSsjDDM
ApiGateway Stage Lambda Context Lambda Function
No node selected View logs [ v
Select a node to see its details
Trace Summary
Method Response Code Duration
GET 200 573ms
Segments Timeline info
00ms 50ms 100ms 150ms 200ms 250ms 300ms 350ms 400ms 450ms 500ms 550ms 600ms
Segment status Response code Duration L L - - L L - - L L - - !
¥ serverless-app/Prod IAWS::ApiGateway::StagEI
L ———
serverless-app/Prod @ OK 200 556ms 1 < ¢ 250z
Lambda @ ok 200 553ms 1 cc: crveress-3p g

VlsErvErless—appfgetAllltEmsFunEt'manQH(HkWsiDDM AWS::Lambda |

serverless-app-

getAllitemsFunction @ ok 200 544ms I ——
-NQHcHKWSsjDDM
¥ serverl pp-get. unction-NQHck 3l AWS::L unction

serverless-app-

getAllitemsFunction @ ok - 556ms I
-NQHCcHKWs]DDM
Invocation @ ok - | sarms | ) |

Overhead ® ok - 19ms [ |




No older events at this moment. Retry

2022-09.62722:34:25.154+82:20 L0GS Wame: cloudwatch lambda agent State: Subscribed Types: [platform]

Mame: cloudwstch_lambda_agent State: subscribed Types: [platform]

2022-99-82T22:34125.761+082: 8@ EXTENSION Name: cloudwatch_lambda_sgent State: Ready Events: [SHUTDOWN, INVOKE]
EXTENSION nsme: cloudwstch_lambda_sgent State: Ready  Events: [SHUTDOWN, INVOKE]
2022-89-82T22:34:25.762+82:80 START RequestId: Secdl5c4-358a-488a-b327-8b8@96982877 Version: SLATEST

START RequestId: SAcd15c4-358a-488a-b327-8b3898302877 Version: SLATEST

2022-89-82T22:34126.535+02:80 END RequestId: Secdlsce-358a-4883-b327-sbsesesezery

END RequestId: S@cdlScé-358a-483a-b327-308@20902877

2822-99-82T22:34:26.838+02:60 REPORT RequestId: Secd15cs-358a-488a-b327-2b2@995902877 Duration: 1868.44 ms Billed puration: 1861 ms Memory Size: 128 ME Max Memory Used: 10 MB Init Duraticn: &34,

_— e ————,
REPORT RequestId: Secd15c4-358a-488a-b327-805050502077 Duratlon: 1868.44 ms  Billed Duration: 1861 ms Memory Size: 128 MB Max Memory Used: 18@ MB Init Duration: 634.27 ms
XRAY Traceld: 1-631268de-53ac2fsfefcagal3ssisfrda SegmentId: @617e3735720b453 Sampled: true

Log events
You can use the filter bar below to search for and match terms, phrases, or values in your log events. Learn more about filter patterns (4

| Q, Filter events

> Timestamp Message

Mo older events at this moment. Retry

L 2022-89-92T22:45:42,728+82:20 LOGS Name: cloudwatch_lambda agent State: Subscribed Types: [platform]
LOGS Name: cloudwatch_lambda_agent state: subscribed Types: [platform]

v 2022-89-92T22:45143,338+22:20 EXTENSION Mame: cloudwatch_lambda_sgent State: Ready Events: [INVOKE,SHUTDOWN]
EXTENSICN Name: cloudwatch_lambda_sgent  State: Ready Events: [INVOKE,SHUTDOWN]

i 2022-89-82T22:45:43,338+82:80 START RequestId: 52198525-bbc4-4843-8d3c-cesc2efde299@ Version: SLATEST

START RequestId: 52198525-bbc4-4843-8d3c-c@62efde2s9e Version: SLATEST

v 2022-83-82T22:45:44,385+22:20 {"cold_start":true,"functien_arn":"arn:aws:lambda:us-east-1:846793595535: function: serverless-app-getallTtemsFunction-NQHcHKWs JI

{

"gold_start": true,
"function_arn": “arn:aws:lambda:u§-east-1:846792595595: function:serverless-app-getallItemsFunction-NgHCHKWSJODM" ,
"function_memory_size”: 128,
"function_name": "serverless-app-fetallItemsFunction-NgHcHkWsIDDM™,
"function_request_id": "52198525 Bbcs-4843-8d3c-ces2efds2ose”,

"level™: “INFO",

"message”: "Items in list:",
"service”: "get-all-items",
it o, 25307,
"xray_trace_id": "1-e3126b7&-24442deesf772bc51158C19F",
"items®: {
“Items": [
{
e,
"sample test item 2"
s
{
l‘s
“Sample test item 8"
ts
{
2822-82-82723:82:39.559+82:88 2@822-89-82T21:82:39.559Z 6e18e93e-2a47-45Th-97ba-be3167854157 INFO {"_aws":{"Timestamp":1652152559553,
2822-89-82721:82:39.559Z 6e18e33e-2a47-45Tb-97ba-b63167254157 INFO

v_aws": {

"Timestamp": 1662152559559,
“CloudwatchMetrics™: [

i

"Namespace™: "getitems”,

“service"
.
1
"Metrics®: [
i
“Name": "itemcount”,
“unit": “"Coumt™
T
1

I
"service": "get-all-items",
"itemcount™: 18

” Metils Metrics (870) o Graph with SQL Graph search
Al metrics. [ virginia v | | @ ssorch for ony metric,dimension or resource i QP iGraph metrics only
Explorer
meams * Custom namespaces

¥ X-Ray traces CWAgent 14 [« 14 27 getitems 1

Service map




CloudWatch > Metrics

itemcountinDB & 1Th  3h 12h  1d 3d 1w  Custom (3
Count
1.0
100
9.0
2041 2042 2043 2044 2045 2046 2047 2048 2045 2050 2051 20:52 2053 2054 | 20.55  20:56 2057 20:58 2058 2100 210
@ itemcount
Browse | Query | Graphed metrics (1) Options Source
| Add dynamic label ¥ | Info Statistic:
Label Details Statistic Period Y axis Actions
[ ] itemcount [£ getitens « itemcount « service: get-all-items ~ Average v 5 minutes ¥ A Q4L
CloudWatch X CloudWatch > Service Map
Favorites and recents » || Service map | Add to dashboard | ‘ 5m 15m 30m 1h 3h  6h  Custom | ‘ (&) ] v
Dashboards =
Q, Filter by X-Ray group ‘ Q, Select a node | View conne
¥ Alarms A1 @203
In alarm
All alarms
Billing ———| ——» B —— —
¥ Logs
Client O serverless-app/Prod O serverles...HcHkWsjDDM O serverles...HcHkWsjDDM O serverles...22G7E2211M
Log groups
ApiGateway Stage Lambda Context Lambda Function DynamoDB Table
Logs Insights
¥ Metrics
All metrics
Explorer
Streams
Invocation ©ox - 1.04s |
i
src/handlers/get-
all- © ok = 721ms |
items.getAllltem
sHandler
DynamaoDB ® oK 200 580ms I scon serverless-app-SampleTable-15V22G7E2211M
Overhead @ 0K - 58ms | |
¥ DynamoDB AWS::DynamoDB:Table
DynamoDB ®@ oK 200 580ms I scon: serverless-app-SampleTable-15V22G7E2211M

Segment details: ## src/handlers/get-all-items.getAllitemsHandler

Overview Annotations Metadata

awsRequestld

50675bf7-3a0e-40dc-aff1-12ecac7b7ec3

ColdStart
true

Service

get-all-items




CloudWatch

Favorites and recents

¥ X-Ray traces
Service map

Traces

¥ Events
Rules

Event Buses

¥ Application monitoring
ServiceLens Map
Resource Health
Synthetics Canaries
Evidently

RUM

¥ Insights
Container Insights

Lambda Insights

O 0\\_‘ Lambda Context

X Latency (avg): 4.45s Requests: 0.27/min  Faults: 0.00/min 0 Alarms

»  Refine query by | response time distribution

4 No.of traces

Traces (3)

This table shows the most recent traces with an average response time of 3.79s. It shows as many as 1000 traces.

Q. Start typing to filter trace list

D v Trace status ¥ Timestamp v Response code ¥
..0ff164a47ef65e7a0ca35fbs @ oK 11.6min (2022-09-03 12:38:54) 200
...7907832a0c433f6314bb44dee @ OK 12.7min (2022-09-03 12:37:51) 200
...72d621750ca1afe06624930d @ OK 14.0min (2022-09-03 12:36:31) 200

CloudWatch x you dashboards, logs widgets, accounts or Configure

Favorites and recents »
Share your data View cross-account cross-region
Rules Share your CloudWatch metrics, dashboards, logs widgets, and alarms with other accounts, so that View metrics, dashboards, logs widgets, and alarms from other accounts.
cvent Buses they can easily view your data.
© Not enabled © ot enabled
v Application menitoring
ServiceLens Map
Resource Health
Synthetics Canaries X RAVEACES
Evidently ) )
Sampling rules Encryption Groups
RUM View settings View settings View settings
v Insights
Container Insights.
Lambda Insights Dashboard sharing Stop sharing all dashboards ‘ ‘ Configure
Contributor Insights
Application Insights S50 provider Username and password Public dashboards.
© 550 nat enabled 0 dashboards shared 0 dashboards shared

Getting Started

Create group

A group defines a collection of traces based on a filter expression. By default, you can create up to 25 groups. To add more, request an increase with AWS Support. Include details for your use case.

Group information

Name

 the name after you create it.

2.769s

2.093s

6.521s

5.0s

Response Time ¥

| ‘ LatencyGreaterthan3s

Filter expression

Specify a filter expression for the group,

responseTime >3

Insights info

Enable insights

|| Enable notifications

X-Ray insights automatically detects anomalies in application performance withaut requiring you to manually configure thresholds or make changes to instrumented applications,

Deliver insight events using Amazon EventBridge.




CloudWatch % CloudWatch > Traces

Favorites and recents  p Traces Info

w Metrics ~ Find traces by typing a query, build a query using the Ruery refiners section, or choose a sample query. You can also find a trace by ID.
All metrics Q, Filter by X-Ray group service{id{name: "serverless-app-getAllltemsFunction-NQHcHkWsjDDM", type: "AWS::Lambda::Function”))
Explorer LatencyGreaterthan3s

Streams L

w X-Ray traces w Query refiners

Service map Refine query by | Node

I Traces I Select rows to filter traces

v Events [ @ Find Node
Rules
Node
Event Buses

HiINd traces by typing 3 query, buId 3 query UsiNg the Query refners section, oF cNoose a sample query. You can also find

No resources

iy

|IQ LatencyGreaterthan3s | x| ‘ servi . “serverless-app-

NQHEHKWSDDM", type: "AWS:Lambda:Function’))

IEZER o vece s

v Query refiners

Select rows to filter traces

Add to query

No resources

No resources to display

Drag and drop on the graph to select a time frame

No. of traces

.\ o5
o8
os
o
02

o

o Latency

Traces (1) Add to dashboard
‘This table shows the most recent traces with an average response time of 6.52s. It shows as many as 1000 traces.

Q, Start typing to filter trace list <1 B
D v Tacestatus v Timestamp %  Responsecode v | ResponseTime v | Duration v  HTTPMethod v  URL Address v

..72d621750calafeD6624930d @ok 22.7min (2022-09-03 12:36:31) 200

65215 65325 GET https://. Ute-api.us-east-1 rod/items/




Group information

Name
Name the group. You can't change the name after you create it.

ARN

Amazon Resource Name.

arn:aws:xray:us-east-"1: _—_—_——roup/coldstart/KDG3IMOXSHKXOJRYZYPEJKVGS SHHNGRPSH2YIMY3NL7SWQLHVGEPQ ()

Filter expression
Specify a filter expression for the qroup.

annotation.ColdStart = true

Default CloudWatch Metrics ]

Lambda Insights

Metrics

CloudWatch Dashboard J

Lambda Powertools - Custom Metrics (EMF) ]

CloudWatch Logs (Invocation) J

Lambda Observability
CloudWatch Loglnsights]

Lambda Powertools - Wrapper]

AWS X-Ray

Servicelens Map

Lambda Powertools - Wrapper J




Chapter 8: End User Experience Monitoring on AWS

CloudWatch Synthetics Conceptual Flow CloudWatch Synthetics Analysis

- —— - I SIS SIS B G S S SS— S— #

@ — Custom actions

Amazon EventBridge

SRS - . o

# ~
N — A — ol — [E
|
| | %
: : CloudWatch Metrics CloudWatch Alarms Amazon SNS
| |

— — — |

@ 5\\] | @ I % oI (\'\
| | — n?:§>l@l° _ Q
Web page or AWS Lambda | | o 959 AS
API Headless (Provisioned | Cloudwatch | P .
Chiomium canary) : Synthetics -Ray traces CloudWatch ServiceLens
| |
' :
|
] —
\\‘ ______ ‘/
CloudWatch
Logs
Amazon S3

(HAR, screenshots)

Availability ‘l Monitoring I Configuration ‘ Groups | Tags

Canary metrics for selected time range Info | 1h 3h 12h 1d 3d 1w Custom ‘ ‘ c ‘ v | ‘ Add to dashboard
Duration i Failed canary runs i Errors (4xx) i Faults (5xx)
3710ms - 0
@ Canary duration @ Canary failures count @ Canary requests 4xx count @ Canary requests 5xx count
Duration i Success percent
Milliseconds Percent

10000
2000
80,00
1,000 6000
4000

0
2000



Steps Screenshots ‘ Logs ‘ HAR File ‘I Traces
Traces (363) P Show errors only Go to trace map [4 l
< 1 2 3 4 5 6 7 .. 61 > {&}
URL
Trace Response Response HTTP
Trace ID v . address
status & code v time v 2 method
P—
1-63f0ffdc-
o (®) Error - 0.64s - -
1e0ee59d631a22443952a879
1-63f0ffde-
O (®) Error - 0.68s - -
9fec0f5fbadbeb782020f973
1-63f0ffd8-
O @ oK - 0.04s - -
09609b0551a5e7¢968b89d2c
1-63f0ffds-
O @ 0K - 0.04s - -
3532472b8010da9b5c5139e6
1-63f0ffd9-
O oK - 0.12s - -
04cd86879a930b07ef924d5d
1-63f0ffd9-
O oK - 0.14s - -
073441f5eda254091a049865
Steps ‘ Screenshots Logs HAR File | Traces
‘ 2023-02-18T16-16-58-197Z-log.txt v | ‘ Q, Search logs o/0 ~ V‘ I b3 l I M ]
1 StartfCanary S~
2 INFO:jEvent: {“canaryName":“awswebsite","SBBaseFilePath":"cwfsyn—r‘esult579256989726497usfeast—1/|:anar'y/u5feastf1,"auswebsite7688—2c82932ec458",.
3 INFO:fContext: {"callbackWaitsForEmptyEventLoop™:true,"functionVersion”:"1","functionName": "cusyn-awswebsite-33159b85-e2b3-43fe-962a-0fc4297b
4 INFO:fRecording configuration:
5 INFO:fCanary Name: awswebsite
6 INFO:§Canary Arn: arn:aws:synthetics:us-<[ N : canary : avswebsite
7 INFO:fCanary lambda invoked at: Sat Feb 18 2023 16:16:43 GMT+8@@@ (Coordinated Universal Time)
2 INFO:QAWS account Id: 925698972649 and region us-east-1
9 INFO:§S3 Artifact base location: cw-syn-results RSt -1/ canary/us-east-1/awswebsite-6088-2c8e932ec458
10 INFO:fArtifacts will be encrypted using default KMS key for s3
11 INFO: fConfiguring tracing: canaryName: awswebsite canaryArn: arn:aws:synthetics:us-eastiiR: c znary : awswebsite canaryRunId: 9889c6d1
12 INFO:fSetting ActiveTracing to: true
13 INFO:fmemoryLimitInMB: 1000
14 INFO:fawsRequestId: 36b7d492-a738-4bc2-8d4b-10a278ae460d v




mazon x You don't have to select or enter a sample event, but it's recommended so you can reference it when writing and testing the event pattern,
or filter criteria.

EventBridge

You can reference the sample event when you write the event pattern, or use the sample event to test if it matches the
event pattern. Find a sample event, enter your own, or edit a sample event below. Learn more about the required fields
Learn in a sample event. [4

w Developer resources

Sandbox Sample event type
Quick starts O AWS events ) EventBridge partner events ‘ ‘ () Enter my own
w Events

Sample events

Event buses Filter by event source and type or by keyword.

Global endpoints Q synt X =
Archives Cloudwatch Synthetics
Replays Synthetics Canary Status Change

Cloudwatch Synthetics

Integrati
v Integration Synthetics Canary TestRun Failure

Fartner event sources Cloudwatch Synthetics

API destinations Synthetics Canary TestRun Successful
Cloudwatch Synthetics

w Schema registry ————

Data retention
How long do you want to retain your canary data?

Failure data retention

| 21 days (~1 month) v

I Success data retention I

31 days (~1 month) r'y

21 days (~1 month)

92 days (~3 months)
183 days (~6 months)

ifacts created by each canary run
365 days (12 months)

Enter custom value
ge resource bucket. More about Amazon S3. [

52 location
A default 53 bucket will be used or created, or select an existing 53 bucket from your AWS account.
Q, s3://cw-syn-results- [ Us-cast-1/canary/us-east-1/g-44 X View [ ‘ ‘ Browse 53




CloudWatch » Create a canary

Create canary i

To get started, choose how you would like to create your canary.

[ +] O O
7] . W . "
Use a blueprint Inline Editor Import from 53
Work from a template script Edit inline or upload Use existing scripts from 53
your own scripts
Blueprints
Heartbeat monitoring O APl canary O Broken link checker O
Run a basic page load on a Monitor your APIs as HTTP Run a basic web crawler on
single URL. steps. designated URL.
Canary Recorder O GUI workflow builder o] Visual menitoring O
Use the AWS Canary Recorder Create a GUI workflow with Monitor visual changes for
plugin. actions to perform. EVery run
CloudWatch » Create a canary
Create canary i
To get started, choose how you would like to create your canary.
o O O
7] . W . .
Use a blueprint Inline Editor Import from 53
Work from a template script Edit inline or upload Use existing scripts from 53
your own scripts
Blueprints
Heartbeat monitoring (o] APl canary O Broken link checker O
Run a basic page load on a Monitor your APls as HTTP Run a basic web crawler on
single URL. steps. designated URL.
S |
Canary Recorder O GUI workflow builder O Visual monitoring O
Use the AWS Canary Recorder Create a GUI workflow with Monitor visual changes for
plugin. actions to perform. EVETY run




CloudWatch

Favorites and recents >

E]Events

\_

Total Failing

0

Alarming

0

Slowest group

0.0

Slowest regions

v Application monitoring | Passed @ Failed
ServiceLens Map
Resource Health
Internet Monitor @ Canaries @ show groups I
Q View all v All regions v 1 &
Evidently
RUM Name a Last Run Status v Success % v Alarms v Avg. duration v State v Runtime versic
CloudWatch » Create a canary
Create canary i
To get started, choose how you would like to create your canary.
o @] @]
7] . W . "
<> Use a blueprint Inline Editor Import from 53
Work from a template script Edit inline or upload Use existing scripts from 53
your own scripts
Blueprints
Heartbeat monitoring [o] APl canary O Broken link checker O
Run a basic page load on a Monitor your APIs as HTTP Run a basic web crawler on
single URL. steps. designated URL.
Canary Recorder O GUI workflow builder O Visual monitoring O
Use the AWS Canary Recorder Create a GUI workflow with Monitor visual changes for
plugin. actions to perform. EvVery run
Canary builder
Name
awswebsite ‘

A name consists of up to 21 lowercase letters, numbers, hyphens or underscores with no spaces.

Application or endpoint URL Info

‘ https://aws.amazon.com

‘ Remove ‘

Add endpoint

Fou can add up to 4 more endpoin‘. You can add more endpoints by modifying the script.

Screenshots

ake screenshots
creenshots will be visible on the canary detail screen for each canary run



Script editor ‘ Undo H Clear editor H 52 ‘

Runtime version Info

syn-nodejs-puppeteer-3.7 v

Choose a synthetics runtime version to execute this canary.

1 const { URL } = require{ url"); -
2 const synthetics = require('Synthetics');

3 const log = require('SyntheticslLogger'):

4 const syntheticsConfiguration = synthetics.getConfiguration();

5 const syntheticslLogHelper = require('SyntheticslogHelper');

[

7 = const loadBlueprint = async function () {

8

9 const urls = [“https://aws.amazon.com"];

1e

11 // Set screenshot option

12 const takeScreenshot = true;

13

14 - ) 1sabling default step screen shots taken during Synthetics.executeStep() calls

15 i * Step will be used to publish metrics on time taken to load dom content but

16 # Screenshots will be taken outside the executeStep to allow for page to completely load with domcon
17 * You can change it to load, networkidle®, networkidle2 depending on what works best for you.
18 Ly

19 syntheticsConfiguration.disableStepScreenshots();

28 _syntheticSCDnFigur‘ati on.setConfig({

21 continueOnStepFailure: true,

22

23

« »

Schedule info
You can edit this canary and change run schedule at any time

© Run continuously () CRON expression () Run once
Schedule canary run frequency Schedule canary with CRON Choose to run your canary one
EXpressions time

Frequency (1-80)

Run canary | Every v ‘ ‘ 5 minutes

Start immediately after creation

v Additional configuration

Set the amount of time before a canary times out

Timeout
Set the maximum amount of time the canary will run before timing out. This can't be longer than the run frequency.

‘ 1 ‘min. 0 |ser_.




Data retention
How long do you want to retain your canary data?

Failure data retention

| 31 days (~1 month) v ‘

Success data retention

| 21 days (~1 month) v ‘

Data Storage

Select an 53 folder where you would like to store the artifacts created by each canary run

Canary run data is stored in an Amazon S3 storage resource bucket. More about Amazon S3. [4

53 location
A default 53 bucket will be used or created, or select an existing 53 bucket from your AWS account.

| Q Isi:f,’cw-syn-results—_us-east—1/canary}us-east—1faws x View [ ‘ ‘ Browse 53

» Additional configuration Info
Encrypt the canary artifacts using SSE-53 or AWS KM5.

Access permissions Info

We need your permission to put artifacts into 53, and to store logs and publish metrics to Cloudwatch. Please specify an 1AM role with
those permissions.

IAM role

© Create a new role
Synthetics will create a new role, callediCloudWatchSyntheticsRole-canary-name-uuid, with which to execute the canary.

() Select an existing role




v CloudWatch alarms - optional Info

You can let Synthetics create alarms for your canary automatically, and customize these later.

Metric name Alarm condition Threshold Period
‘ SuccessPer... ¥ ‘ ‘ Lower v ‘ | 90 % ‘ 5 minutes v ‘ ‘ Remove ‘
‘ Duration v ‘ ‘ Greater v ‘ | 30000 ‘ms ‘ 5 minutes v ‘ ‘ Remove ‘

Add new alarm

v Set notifications for this canary

Select where to receive notifications when this canary reaches the level you define

Send a notification to the following SNS topic. Info
Define the SNS (Simple Notification Service) topic that will receive the notification

© Select an existing SNS topic
() Create new topic

Select topic...

Q, Select an email list

Only SNS5 topics for this account are available

v VPC settings - optional Info

Use this if your endpoints are under your network

Virtual Private Cloud (VPC)

No VPC

¥ Active tracing - optional info
Enable active tracing with AWS X-Ray to help troubleshoot and reduce the mean time to resolution.

race my service with AWS X-Ray.

WS X-Ray and Synthetics help you analyze and debug to find the root cause of ongoing failures, identify performance bottlenecks and
ends, compare latency rates, and identify if you have enough canary coverage for your APIs and URLs.

Learn more [4

@
®)-a

Client: Synthetics
Canary

Additional benefits

(@ View traces and segments for each canary run.

(@ View trends using AWS X-Ray analytics.

(® View canaries in AWS X-Ray and CloudWatch Servicelens service maps.




ICloudWatch » Synthetics Canaries I) awswebsite

Last updated: 5:38 PM. Auto-refreshes every 2 minutes.

| Name of Synthetic Canary created

awswe bSIte Info Q, Search for resources | l View in Service Map ‘ ’ Actions w l I G ]
Summary
Latest run Issues in the last 24 hours Success % in the last 7 days State
Passed ® 0 issue(s) 100% Running
Availability Monitoring Configuration ‘ Groups | Tags
Issues (0) Canary runs
In the last 24 hours View Canary ing doc for additi i ion. Learn more [

No issues

There were no issues found in the
last 24 hours

Each point represents a canary run. Click each data point for details.

100%
50%
0%
3:00 PM 3:30 PM 4:00 PM 4:30 PM
® Passed @ Failed
Steps Screenshots ‘ Logs ‘ HAR File | Traces
Requests Status codev Response size Taration
= https:/faws.amazon.com/
GET aws.amazon.com ZOD 28.9KB I 128.1ms
GET csp-report.js (9200 13KB 118.1ms

Availability: 100%

February 18, 2023 5:16 PM

5:00 PM

5:30 PM

| B



CloudWatch x CloudWatch » Create a canary
Favorites and recents > Create ca nary Info
Logs Insignts - To get started, choose how you would like to create your canary.
¥ Metrics (-] O O
All metrics Use a blueprint @ Inline Editor Import from S3
‘Work from a template script = Edit inline or upload Use existing scripts from 53
Explorer your own scripts
Streams
Blueprints
w X-Ray traces B
Service map
Traces Heartbeat monitoring O API canary [ Broken link checker
Run a basic page load on a Monitor your APls as HTTP Run a basic web crawler on
v Events single URL. steps. designated URL.
Rules
Event Buses
Canary Recorder (@) GUI workflow builder (@) Visual monitoring
L L. Use the AWS Canary Recorder Create a GUI workflow with Monitor visual changes for
v Application monitoring plugin. actions to perform. every run
Servicelens Map
Resource Health
Evidently Canary builder
RUM
. MName
w Insights
apicanary_restapi
Container Insights
A name consists of up to 21 lowercase letters, numbers, hyphens or underscores with no spaces.
Lambda Insights

Canary builder

Name

apicanary_restapi

A name consists of up to 21 lowercase letters, numbers, hyphens or underscores with no spaces.

Using an Amazon AP| Gateway APl Info

% Check this box if you are using an Amazon AP Gateway API. Canaries have additional options specific to
AP Gateway, like uploading your Swagger template.

Il'm using an Amazon APl Gateway API

Choose APl Info
You can choose your APl and Stage or upload a template from Swagger.

B Choose APl and stage from Aﬁ Gateway |
() Use AP| Gateway Swagger template

API
The API Gateway APl you are testing

| serverless-app2 v |

Stage
The stage to which your APl is deployed

|Prod v|




Hostname

Application or endpoint URL
Enter the endpoint, APl or url that you are testing.

https://vageqbjwnf.execute-api.us-east- 1.amazonaws.com,/Prod |

HTTP requests (0) Edit Delete | Add HTTP request
Add your HTTP requests as steps. Drag and drop to change order.

Call Order Step name Resource Method

You haven't added any HTTP requests to the canary.
You can add multiple requests to this canary.

Add HTTP request

HTTP request details x
Input your HTTP request details. You can add multiple requests to this canary.

3

Resource Method
Choose a resource to test The HTTP request the canary will be testing

Jitems v GET v

URL query string
Input your query parameters

Name Value

| Header | | Value | Remove string

(1 Show optional querystrings

Headers
Meta-data associated with the API request and response

Header Value

| [ |

| Header

Add header | show optional headers

Request data - Optional

Reporting configuration

Capture headers and response body
Your headers and request/response body Jmight contain sensitive data. These details will not be captured, stored, or displayed in canary run
reports. If you do choose to capture this data, please note that the service does not log or store this information. Data is only stored in your 53
bucket.

Step name
Name your canary step so you can keep track of it later

Verify vaqegbjwnf.execute-api.us-east-1.amazonaws.com

Continue canary execution on Step Failure
Continue executing the rest of the canary script if this step fails




Script editor ‘ Undo H Clear editor H 53 ‘

Runtime version Info

syn-nodejs-puppeteer-3.7 v

Choose a synthetics runtime version to execute this canary.

ra
33 /¢ set request option for verify hittps://vageqbjwnf.execute-api.us-east-1.amazonaws.-2 -
3~
El : -ap1.Us-£ast-1. amazonaws. com' ,
36 T OGET ,
37 : "/Prod/items’,
3z T o'a43t,
3g : 'https:',
a8 H
21
42 ¥
43 requestoptionsstepl[ 'headers']["User-Agent'] = [synthetics.getCanaryuseragentString(), requestoption
a4
45 /f set step config option for verify https://vagegbjuwnf.execute-api.us-east-1.amazonaws.-2
a6~ let io] o
a7 i includeRequestHeaders: true,
48 includeResponseHeaders: true,
49 includeRequestBody: true,
S includeResponseBody: true,
51 i continueonHtipsteprailure: true
52 IH
53
54
-
« I »

v Tags - optional Info

Add tags to canaries to help set permissions, organize, and search for them later

Key Value - optional

‘blueprint ‘ ‘apicanary ‘ ‘ Remove

You can add 49 more tagls).

» Active tracing - optional Info

Enable active tracing with AWS X-Ray to help troubleshoot and reduce the mean time to resolution.

Extensions ® 1 of 1 extensions

&,

CloudWatch Synthetics Recorder
(® Featured

Record user actions and generate CloudWatch Synthetics Canary scripts.

Record user actions a P Y W W % W 4 Developer Tools




-

& Chrome Web Store - canary reco. X o

Q2 % wmpm| o |:
rity Mail - . |
CloudWatch Synthetics Recorder 0.0.2 ®
\
| g—o I
Start recording
» Record a workflow & copy the script to clipboard
tics R » Paste your script into the Synthetics script editor
enerate
Tools
Amazon Cognito
AWS STS . Customer O
— Managed
" o , 0ol
2 3 -"_:' u@‘“ . CloudWatch Alarm
Client-side performance metrics CloudWatch Metrics
Optional
replica —
|| |I R .-. $3® P P e > > :_,\i)l
!D oo RUM CloudWatch Logs
istel
Web browser Navigation Events (User Journeys) CloudWatch RUM Analyze data per;yE[nce
N _-nit @p
o 58
JavaScript and HTTP errors Dashboard
S3Weba RUM Delete update stack actions ¥ Create stack w
B Stacks (3) pp | | ‘ ‘ ‘ ‘
Stack info | Events ‘ Resources Outputs Parameters Template Change set!
@ View nested Outputs (2)
<1 >
‘ Q, Search outputs (o]
SZWebappRUM o
L4 Description v Export name v

2022.09-24 22:13:52 UTC+0200

Key a Value

(@ CREATE_COMPLETE
S3BucketSecurelURL

I WebsiteURL I

https://s3webapprum- N v.53. amazonaws.com

http://s3webapprum-s SN 3-vebsite-us-east-1.amazonaws.com

Name of 53 bucket to hold website content

URL for website hosted on S3




Step 1. Add app monitor

Add your application and get a JavaScript snippet to paste into

the header of your application.

Add app menitor

Step 2. Paste snippet Step 3. Monitor & troubleshoot

Yy

Paste the JavaScript code snippet into the header of your

Monitor for performance, page load speeds and errors across

user sessions.
application.

</> Requires work outside of RUM

CloudWatch

Step 1

Add app monitor

Step 2
Code snippet

CloudWatch X Cloudwatch » RUM

Favorites and recents >
» X-Ray traces
» Events
v Application monitoring
ServiceLens Map

Resource Health

Internet Monitor

Synthetics Canaries

Evidently

> RUM > Add app monitor

Overview

_ RUM overview

List view

Optimize your end user experience
Get visibility into your application’s reliability, performance, and end user satisfaction.

Add your application to get started with Cloudwatch RUM.

Add app monitor o

Add your app menitor details to get the Javascript code snippet to paste into the header of your application.

@ CloudWatch RUM will gather telemetry data on the performance and reliability of your application, including page load time,
client-side errors, and user behavior. By default, your application’s telemetry data will be stored for 30 days.

Specify details

App monitor information

App monitor name

| S3RUM-App

A name is between 1-255 characters. Those characters include letters, numbers, or these special characters . - _ / #. Spaces are not permitted.

Application domain

The top-level domain name for which the application has administrative authority.

s3webapprum- TGN 2 - website-us-east-1.amazonaws.com |

Example: amazondomains.com

Include sub domains




Allow cookies

This option allows the CloudWatch RUM Web Client to set cookies in the user’s browser. If this option is not selected, RUM will not set cookies, and RUM
will not be able to aggregate data based on users or sessions, or provide user journey page sequences. You will still be able to see error information and

performance information aggregated by page. Learn more [

eck this option to allow the CloudWatch RUM Web Client to set cookies.

Session samples

Choose to collect a sample of sessions. Sampling helps reduce data storage costs.

Specify the percent of sessions you would like to collect and analyze.

Analyze | 100 of sessions  All sessions will be recorded

Data storage
Choose to send data to your CloudWatch Logs account for longer retention. Additional pricing applies. Learn more [4

heck this option to store your application telemetry data in your CloudWatch Logs account. Learn more [A
e name of the log group created will be faws/vendedlogs/RUMService_<Name=>+<first & digit of app monitor ID=>.

Authorization c
Control access using Amazon Cognito Identity Pools. Learn more [

© Create new identity pool
CloudWatch RUM will create a new identity pool for this monitor called "RUM-Monitor-<region=-
<accountlD=-<uniguelD=. {You need additional IAM permissions) Learn more Z

() Select existing identity pool
If you choose this option, you must edit the IAM policy that is attached to the identity pool. Learn more [4

() Use private authentication from existing provider.

You must also instrument your application to send credentials to the RUM web client before it can send
telemetry data to CloudWatch RUM. Learn more [4

If your application has authenticated users, this is the recommended option. Additionally, if you want only
logged in users to send data to RUM, you must choose this option.

¥ Configure pages - optional

Choose to include or exclude pages.

© All pages ) Include only these pages () Exclude these pages
Data will be collected on all pages. Data will be collected on only the Data will be collected on all pages
pages you specify. excluding the ones you specify.




» Active tracing - optional

Instrument your application with AWS X-Ray to view traces, segments, and service map. View pricing info. [4

¥ Tags - optional

Tag RUM resources to view resources for this app monitor together.

Key Value - optional

‘SBRUM-App ‘ ‘ ‘ ‘ Remove

‘You can add 43 more tags.

Cancel Add app monitor

Cloudwatch » RUM » Add app monitor

Step 1 .
1 app monitor COdE Snlppet Info
To send data from your site to the CloudWatech RUM service, you must install the CloudWatch RUM web client in your application.
Step 2
Code snippet @ The web client, downloaded and configured by the Javascript code snippet, uses cookies (or similar technologies) to help you

collect end user data. Before using the code snippet, please see Data Privacy and Data Protection in Amazon CloudWatch
RUM. Learn more [

Sample code
To send data from your site to the CloudWateh RUM service, you must install the CloudWatch RUM web client in your application

HTML 3 Copy | ‘ M Download

- TypeScript th RUM web client as an embedded script, paste the following code snippet inside the <head> element of
JavaSeript any other <script> tags.
—
L HTML
lock the default cwr.js distribution

To prevent loss of monitoring data, we recommend hosting the instrumentation bundle ewr.js on your application
server. See Installing as an Embedded Script [A.

1+ <scripts
2+  (function(n,i,v,r,s,c,x,z) {x=window.AwsRumClient={q:[],n:n,i:i,viv,rir,cic}ywindow[n]=Ffuncticn{c,p){x.q.push{{c:c,n

E] towr',
4 '434bbe10-11e7-4b31-81e2-adb58c418fbb"
5 ‘1.8.8",
[ ‘us-east-1°,
7 ‘https://client.rum.us-east-1.amazonaws.com/1.5.x/cur.js ",
8~
3 sessionsampleRate: 1,
18 guestRoleArn: "arn:aws:iam :rc1E,-'?UM-Moni‘tor‘—us-east-l-_unauth“,
11 identityPoclld: "us-east-1:44f105@a-ecfa-41c1-bads-11fabefashoc”,
12 endpoint: “"https://dataplane.rum.us-east-1.amazonaws.com”,
13 telemetries: [“performance”,”errors”,”http”],
14 allowCookies: true,
15 enableXRay: false
16 }
17 )i
18  «</script>
4 3

For additional information, see Amazon CloudWatch RUM web client [4




<!-- saved from url=(@@87)https://insiders-guide-observability-on-aws-book.s3.amazonaws.com/chapter-e8/index.html -->

<html>
<head>

script>
‘cwr',
'19b5dd5e-d8b3-4048-a91a-090129d681df ',
'1.0.0',
'us-east-1',

sessionSampleRate: 1,

telemetries: ["performance","errors”,"http"],
allowCookies: true,
enableXRay: false
}
);

/script>

‘https://client.rum.us-east-1.amazonaws.com/1.5.x/cwr.js",

guestRoleArn: "arn:aws:iam:: SUUENSUUNUIS: role/RUM-Monitor-us-east-1- S00M0Aadsdimiidaaaasfdaas-Unauth”,
identityPoolId: "us-east-1:ad8f7f25-c3ba-43cc-a5a4-ac6198281c6b",
endpoint: "https://dataplane.rum.us-east-1.amazonaws.com",

(function(n,i,v,r,s,c,x,z){x=window. AwsRumClient={q:[],n:n,i:i,v:v,r:r,c:c};window[n]=function(c,p){x.q.push({c:c,p:p});};z=document.crea

<meta http-equiv="Content-Type" content="text/html;
<body>
<h1>

CloudWatch RUM

RUM overview

Overview List view

charset=windows-1252"></head>

View by app monitor | S3RUM-App Last update 1 minute ago v
Page loads Average page load speed Apdex score Info Al
_—
6 [ f — 647.7 ms -34% 1.00/1.00 No
Page loads and load time Apdex by country Info Sessions with errors
Page loads Load time
5y 800 4 8
ms
480 o
06:00 12:00 18:00 25.5ep s ™ 06:00 12:00
Page loads (6) e Load time (647.7 ms) ® Positive (0 ms- 2k ms)  » Tolerable (2k ms - 8k ms) ~  Frustrating (8k ms +) No
View page loads View locations
CloudWatch > RUM > S3RUM-App Ac
S3RUM-App th 3h 12 1d w M C
Performance Errors & Sessions Browsers & Devices User journey Configuration

All browsers ¥ Alldevices ¥ All countries ¥

Page loads

3

Load time

|730 ms |

Errors

Page loads Requests Loca

No data available. Try adjusting the time range.

Average load time by time of day
Load time by time of day

780.3 ms 0

Highest latency Errors

Show errors

Sep 24,2022
(Saturday)

12AM 1AM

9AM  10AM  11AM  12PM 1PM

No data available

Positive (< 2k ms)

Tolerable (2k ms - 8k ms)

® Frustrating (> ¢

9PM  10PM 1



Web vitals info

Web vitals represent how the content of your web pages loads. View mare about Web Vitals [

Measures loading performance

Positive  » Tolerable @ Frustrating

0.65 average Page loads
3
2
Positive: 100% (<2.55)

» Tolerable: 0% (2.5-4s)

® Frustrating: 0% (>4s) 0 - d - - * - * + * * + - *
1915 19:30 19:45 20:00 20:15 20:30 20:45 21:00 21:15 21:30 21:45 22:00 22:15
rst input delay
Measures interactivity
6MS average Page loads
15
1
Positive: 100% (<100ms)
05
» Tolerable: 0% (100-300ms)
® Frustrating: 0% (>300ms) 0 L4 - d d »> d - »> * d »> d .
19:15 19:30 19:45 20:00 20:15 20:30 20:45 21:00 21:15 21:30 21:45 22:00 22:15
Step and duration
Step and duration Duration 0 ms 260.1 ms 520.2 ms 780.3 ms
L] Prompt for unload 0ms
Redirect 0ms
. Worker time 0ms
. DNS lockup 13.8ms [ ]
. Initial connection 725ms _
SsL 0ms
Time to first byte 135.4 ms
. Content downloaded 7 ms
DOM processing time 510.1 ms
. DOM content loaded 5.5ms
Load 36ms

CloudWatch > RUM > S3RUM-App

S3RUM-App th 3h 12h 1d ™
Performance ‘ Errors & Sessions ‘ Browsers & Devices ‘ Userjourney | Configuration
Allbrowsers v | [ Alldevices v | [ Allcountries v |
Top browser by use Slowest browser by page load Browser with most errors
Chrome A\ / Firefox A\ No data available, Try adjusting the time range.
4 sessions (40%) 687 ms

Browser breakdown

Browser breakdown by usage

‘ Browser Distribution Throughput Page Load Time

4 sessions
[ Chrome 0.1 ppm 652 ms
40%
1 session
[=] Edge 0.1 ppm 5913 ms
10%
Chrome- 4 (40%) @ Firefox—4(40%) s Edge-1(10%) s Safari—1(10%)
4 sessions
[ Firefox 0.1 ppm 687 ms
0%
1 session
[ safari 0ppm R -
10%




Chapter 9: Collecting Metrics and Traces Using
OpenTelemetry

Amazon

OTEL Collectar Managed
Prometheus

Application

Processor » Exporter » '5"

ot

X-Ray

> Exporter > @
OTEL :
SDK Receiver

h

Processor CloudWatch

» Exporter » Q

IserviceA

InventorySeach() fserviceB

@ basic_tracer — -zsh — 90x33

Expecting value: line 1 column 1 (char 0)
python3 basic_tracer.py | nl -w2 -s': '
1: Hello world!
s £
S "name": "foo",
"context": {
"trace_i "@x5df6a754e3f18f3586a45fal79ee28e7",
"span_id": "@x@8acba3502bba445",
"trace_state": "[]"
3
"kind": "SpanKind.INTERNAL",
"parent_id": null,
"start_time": "2023-02-18T20:47:12.971420Z",
"end_time": "2023-02-18T20:47:12.971431Z",
"status": {
"status_code": "UNSET"
},
"attributes": {},
"events": [1,
“"Jinks®: [1,
"resource": {
"attributes": {
"telemetry.sdk.language": "python",
"telemetry.sdk.name": "opentelemetry",
"telemetry.sdk.version": "1.13.0",
"service.name": "unknown_service"
|
"schema_url": ""

~/Pr/An-Insider-s-Guide-to-Observability-on-AWS/chapter-09/basic_tracer



» cat output.txt | nl -w2
1: Resource SchemaURL:
Resource labels:
-> telemetry.sdk.language: STRING(python)
-> telemetry.sdk.name: STRING(opentelemetry)
-> telemetry.sdk.version: STRING(1.13.8)
5 -> service.name: STRING(unknown_service)
: ScopeMetrics #@
ScopeMetrics Schemal
InstrumentationScope getting-started ©.1.2
Metric #@
: Descriptor:
—> Name: counter
-> Description:
-> Unit:
—> DataType: Sum
-> IsMonotonic: true
-> AggregationTemporality: AGGREGATION_TEMPORALITY_CUMULATIVE
: NumberDataPoints #0
: StartTimestamp: 2023-02-18 21:12:28.156817 +8088 UTC
i Timestamp: 2023-02-18 21:12:28.156972 +0000 UTC
: Value: 1
: Metric #1
: Descriptor:
=> Name: updown_counter
-> Description:
=> Unit:
-> DataType: Sum
-> IsMonotonic: false
-> AggregationTemporality: AGGREGATION_TEMPORALITY_CUMULATIVE
: NumberDataPoints #8
StartTimestamp: 2823-082-18 21:12:28.156836 +08608 UTC
: Timestamp: 2023-02-18 21:12:28.156972 +8€08 UTC
: Value: -4
1 Metric #2
Descriptor:
-> Name: histogram
—> Description:
=> Unit:
-> DataType: Histogram
—> AggregationTemporality: AGGREGATION_TEMPORALITY_CUMULATIVE
: HistogramDataPoints #@
: StartTimestamp: 2023-02-18 21:12:28.156854 +08080 UTC
: Timestamp: 2023-02-18 21:12:28.156972 +08@08 UTC
: Count: 1
.900000
99.900000

~/Pr/An-Insider-s-Guide-to-Observability-on-AWS/chapter-09/metrics




) cat output.txt

@1: Resource SchemaURL:

02: Resource labels:

0e3: telemetry.sdk.language: STRING(python)

04: telemetry.sdk.name: STRING(opentelemetry)
e5: telemetry.sdk.version: STRING(1.8.0)

06 service.name: STRING(shoppingcart)

e7: service.instance.id: STRING(instance-12)
@8: InstrumentationlLibrarylLogs #0©

09: InstrumentationLibraryMetrics SchemaURL:

10: InstrumentationLibrary __main__ 0.1

11: LogRecord #@

12: Timestamp: 2022-01-13 20:37:03.998733056 +0600 UTC
13: Severity: WARNING

14: ShortName:

15: Body: Jail zesty vixen who grabbed pay from quack.
16: Trace ID:

17: Span ID:

18: Flags: @

19: LogRecord #1

20: Timestamp: 2022-01-13 20:37:04.082757888 +0600 UTC
21: Severity: ERROR

22: ShortName:

23: Body: The five boxing wizards jump quickly.

24: Trace ID:

25: Span ID:

26: Flags: @

27: LogRecord #2

28: Timestamp: 2022-01-13 20:37:04.082979072 +0000 UTC
29: Severity: ERROR

30: ShortName:

31: Body: Hyderabad, we have a major problem.

32: Trace ID: 63491217958f126f727622e41d4460T3

33: Span ID: d9@cb7dé6elcasféc

34: Flags: 1

~/Pr/An-Insider-s-Guide-to-Observability-on-AWS/chapter-09/logs




Stack creation options

Timeout

Termination protection
Disabled

>

Quick-create link

Capabilities

(@ The following resource(s) require capabilities: [AWS::CloudFormation::Stack]

This template contains Identity and Access Management (IAM) resources. Check that you want to create each of these resources and that they have
the mini ired issil ddition, they have custom names. Check that the custom names are unique within your AWS account. Learn
more [4

For this template, AWS CloudFormation might require an unrecognized capability: CAPABILITY_AUTO_EXPAND. Check the capabilities of these
resources. Learn more [4

q per In

| acknowledge that AWS CloudFormation might create IAM resources with custom names.

I acknowledge that AWS CloudFormation might require the following capability:
CAPABILITY_AUTO_EXPAND

Cancel Previous I [ Create change set ‘ m

Stack name Status Created time v Description

OTELFlaskApp-OTELFlaskAppStack- CloudFormation temiate that s 2 load batanced web

R3J41QJE1DCE @ CREATE_COMPLETE 2022-10-09 13:22:45 UTC+0200 oucTormaron temp A 2 TeRrEsents 2,10 ancedwe
service on Amazon ECS.

OTELFlaskApp-ECSinfraStack-

1BAV7QCDIXG7K @ CREATE_COMPLETE 2022-10-09 13:19:11 UTC+0200

Cl
among ECS workloads.

OTELFlaskApp (© CREATE_COMPLETE 2022-10-09 13:19:06 UTC+0200 -

template for shared

Load Balanced Web Service Infrastructure

AWS Region

B
10.0.0.0M16

@
©

Listener Rule

m Public subnet {10.0.0.0/24) m Public subnet {10.0.0.0/24)

&
g

Private subnet (10.0.2.0/24)

-
3

Target Group

Private subnet (10.0.2.0/24)




CloudFormation » Stacks > OTELFlaskApp

» Application monitoring

ion

App running!

OTELFlaSkApp | Delete ‘ l Update ‘ l Stack actions ¥ | l Create stack ¥
[ Stacks (9)
Stack info Events Resources Outputs Parameters Template Change sets
Q Filter by stack name
Active v @ Viewnested Outputs (1)
1
Qs @
NESTED
OTELFlaskApp-OTELFlaskAppStack-R3) -
41QJE1DC6 Key & || veuis . Descriptio Export
n v name v
20221009 13:22:45 UTC+0200
© CREATE_COMPLETE e o o T
T — OTELF-Publi-CJBWARQ75GZC-1260872280.eu-central. . R
1.elb.amazonaws.com
NESTED
OTELFlaskApp-ECSInfraStack-1BAV7QC
DIXG7K
2022-10-09 13:19:11 UTC+0200
© CREATE_COMPLETE
OTELFlaskApp )
2022-10-09 13:19:06 UTC+0200
© CREATE_COMPLETE
CloudWatch > Loggroups » /aws/ecs/containerinsights/OTELFlaskApp-ECSInfraStack-25DUUTRR5BHQ-Cluster-ITz1kouRabHz/performance >
219c6e480d004013a19eac5bdce80e70
Log events
You can use the filter bar below to search for and match terms, phrases, or values in your log events. Learn more about filter patterns [
View as text Create metric filter
Q Clear 1m  30m 1h  12h  Custom B @
» Timestamp Message
No older events at this moment. Retry
{s 2022-10-11T18:35:56.958+02:00 {"AccountId": "144289250204" , "ClusterName" : "OTELFlaskApp-ECSInfraStack-25DUUTRRSBHQ-Cluster-ITz1kouRabHz..
» 2022-10-11T18:36:16.957+02:00 {"AccountId": "144289250204" , "ClusterName" : "OTELFlaskApp-ECSInfraStack-25SDUUTRRSBHQ-Cluster-ITzlkouRabHz..
> 2022-10-11T18:36:36.961+02:00 {"AccountId": "144289250204", "ClusterName" : "OTELFlaskApp-ECSInfraStack-25DUUTRRSBHQ-Cluster-ITz1kouRabHz..
2022-10-11T18:36:56.958+02:00 {"AccountId": "144289250204" , "ClusterName" : "OTELFlaskApp-ECSInfraStack-2SDUUTRRSBHQ-Cluster-ITz1lkouRabHz..
> 2022-10-11T18:37:16.958+02:00 {"AccountId": "144289250204" , "ClusterName" : "OTELFlaskApp-ECSInfraStack-25DUUTRRSBHQ-Cluster-ITz1kouRabHz..
> 2022-10-11T18:37:36.958+02:00 {"AccountId":"144289250204" , "ClusterName" : "OTELFlaskApp-ECSInfraStack-25DUUTRRSBHQ-Cluster-ITz1kouRabHz..
L 2022-10-117T18:37:56.958+02:00 {"AccountId": "144289250204", "ClusterName" : "OTELFlaskApp-ECSInfraStack-25DUUTRRSBHQ-Cluster-ITz1kouRabHz..
> 2022-10-11T18:38:16.957+02:00 {"Accountld": "144289250204" ,"ClusterName" : "OTELFlaskApp-ECSInfraStack-25DUUTRRSBHQ-Cluster-ITzlkouRabHz..
> 2022-10-11T18:38:36.957+02:00 {"AccountId": "144289250204" ,"ClusterName" : "OTELFlaskApp-ECSInfraStack-2SDUUTRRSBHQ-Cluster-ITzlkouRabHz..
> 2022-10-11T18:38:56.958+02:00 {"AccountId":"144289250204","ClusterName" : "OTELFlaskApp-ECSInfraStack-25DUUTRRSBHQ-Cluster-ITz1kouRabHz..
> 2022-10-11718:39:16.959+02:00 {"AccountId":"144289250204" , "ClusterName" : "OTELFlaskApp-ECSInfraStack-25DUUTRRSBHQ-Cluster-ITz1kouRabHz..
> 2022-10-11T18:39:36.963+02:00 {"AccountId": "144289250204" , "ClusterName" : "OTELFlaskApp-ECSInfraStack-25SDUUTRRSBHQ-Cluster-ITz1kouRabHz..
> 2022-10-11T18:39:56.957+02:00 {"AccountId": "144289250204" , "ClusterName" : "OTELFlaskApp-ECSInfraStack-25DUUTRRSBHQ-Cluster-ITzlkouRabHz..
> 2022-10-11718:40:16.957+02:00 {"Accountld": "144289250204" ,"ClusterName" : "OTELFlaskApp-ECSInfraStack-25DUUTRRSBHQ-Cluster-1TzlkouRabHz..
> 2022-10-11T18:49:36.957+02:00 {"AccountId": "144289250204" ,"ClusterName" : "OTELFlaskApp-ECSInfraStack-25DUUTRRSBHQ-Cluster-ITzlkouRabHz..
CloudWatch X CloudWatch Metrics
Untitled graph [4 th 3h  12h 1d  3d 1w Custom [ | Line v Actions ¥ C
Favorites and recents > ————
Dashboards
1
> Alarms Ao @0 O3 Your CloudWatch graph is empty.
v Logs 23 Select some metrics to appear here.
Log groups .
Logs Insights. 1400 15 430 a5 1500 1815 1530 1545 1800 1615 1630 1645
¥ Metrics =
Al metric brewse || qery) | espred meres | opons | isomes
Explorer
Stredins Metrics (1,283) info G Graph searct
Service map
¥ Custom namespaces
Traces
» Events ECS/AWSQTel/Applicat 131 ECS/Containerlnsights 147 MinecraftServer 3




CloudWatch X CloudWatch > Loggroups > > otel d:
Favorites and recents »
Log events
Dashboards ‘You can use the filter bar below to search for and match terms, phrases, or values in your log events, Learn more about filter patterns [2
¥ AlEis Ao @0 O3 Viewastext | C Actions ¥ Create metric filter
¥ Logs Q Clear  1m  30m 1h  12h  Custom @ ‘ @
Log groups
— > Timestamp Message
There are older events to load. Load more.
¥: Matiles, > 2022-10-11T18:59:49.110+02:00 - y.i Flask","_aws* *: [{"Namespac
All metrics > 2022-18-11T18:59:43.110+02:00 “ams-otel","_aws" CS/ANSOTel /Application’
Explorer > 2022-10-11T18:59:49.110:02:00 {"0TelLib": " y.i flask","_aws": {"C *: [{"Namespace" : "ECS/ANSOTel .
. > 2022-10-11T18:59:49.110+02:00 {"0TelLib": “opentelemetry. instrumentation. flask","_aws": {"CloudNatchietrics" : [{"Namespace" : "ECS/ANSOTel.
> 2022-10-11T18:59:54.113402:00 {°0TelLib": "opentelemetry. instrumentation. flask","_aws":{"CloudNatchetrics": [{"Namespace" : "ECS/ANSOTel..
v X-Ray traces > 2022-10-11718:59:54.113+02:00 £70TelLib" :"ans-otel","_ans":{"CloudNatchMetrics”: [{"Nanespace” : "ECS/ANSOTel/Application”, "Dirensions”
3 2022-10-11T18:59:54.113+02:00 {"0TelLib" " y.i Flask","_ans" " [{"Namespace" : "ECS/ANSOTel_
Service map
> 2022-10-11T18:59:54.113+02:00 {"OTelLib": " y.i Flask”,"_aws": *:[{"Namespace" : "ECS/ANSOTel_
fiages > 2022-10-11T18:59:50.114:02:08 {70TelLib": " y.i flask”,"_aws":{"C ":[{"Namespace" : "ECS/ANSOTel..
— > 2022-10-11T18:59:59.114+02:00 {0TelLib" : "aus-otel","_aws":{"CloudNat chiMetrics" : [{"Namespace” : "ECS/ANSOTel /Appli cation” , "Dimensions” ..
ven
> 2022-10-11T18:59:59.114+02:00 {70TelLib": "opentelemetry. instrumentation. flask","_aws":{"CloudNatchetrics": [{"Namespace" :"ECS/ANSOTel..
¥ Application monitoring > 2022-10-11718:59:59.114402:00 £0TelLib": " y. inst Lon. flask","_aws":{"C trics”: [{"Nanespace” :"ECS/ANSOTel.
v Insights 3 2022-10-11T18:59:59.114+02:00 {"0TelLib": " y. Flask","_aws":{"C " [{"Namespace" : "ECS/ANSOTel .
> 2022-10-11T19:00:04.116+02:00 {0TelLib": " y.i flask","_aws": {"C <[{"Namespace” : "ECS/ANSOTel .
Container Insights
> 2022-10-11T19:00:0¢.116+02:08 {"0TelLib": "ans-otel","_aws": {"CloudNatchMetrics": [{"Namespace” : "ECS/ANSOTel/Application”, "Dimensions”:
Lambda Insights > 2022-10-11T19:00:04.116+02:00 {70TelLib": y. flask","_aws":{"C] " [{"Namespace” : "ECS/ANSOTe1..
AWS X-Ray « Traces
Getting started
Insights | Default ¥ | Q Enter service name, annotation, trace ID. Or click the Help ican for additional details. © | LastSminutes v | T
Service map
| Traces Trace overview
Analytics Groupby: | URL = Done 100% scanned (found 42 trace
B Configuration
URL ~ AVGRESPONSE... ~ % OF TRACES ~ RESPONSE -
Sampling
http://10.0.1.66:5000/health 12ms 45.24% 19 OK, 0 Throttled, 0 Errors, 0 Faults
Encryption
If-publi lqwdfag: 7767. Ib. http-call 308 ms 28.57% 12 OK, 0 Throttled, 0 Errors, O Faults
Groups
If-pubil Q1455657767 I-1.6lb. dk-call 566ms 26.19% 11 0K, 0 Throttled, 0 Errors, 0 Faults
Trace list
) ~ AGE ~ METHOD ~ RESPONSE ~  RESPONSE TIME ~ URL ~ CLENTIP ~  ANNOTATIONS -
-.db72184660 4.8 min GET 200 10ms http://10.0.1.66:... 10.0.0.130 o
-..daala7idl 386 sec GET 200 60.0ms http://otalf-publi... 10.0.1.8 o
21431424 13,6 s8¢ GET 200 232ms http://otelf-publi... 10.0.1.8 0
-.9ee08aad3 38,6 sec GET 200 56.0ms http://otelf-publi... 10.0.1.8 4
-.5d6d14a3a 9.6 sec GET 200 237ms hitp://otelf-publi... 10.0.1.8 0
...7575a1bed 3.4 min GET 200 10ms http://10.0.1.66:... 10.0.0.130 0
---a1862618b 3.9 min GET 200 1.0ms hitp://10.0.1.6¢ 10.0.0.130 [
-..46cbab3dfe 11.6 sec GET 200 409 ms http://oteif-publi... 10.0.1.8 o
AWSeRey « Traces > Details
Getting started
Insights () Q 1-6345a490-5620a10a2370ddaas 1a7 1df e =
Service map
| Traces Timeline | Raw data
Analytics
. Method  Response | Duration | Age D
B Configuration
GET 200 60.0ms 2.7 min (2022-10-11 17:15:08 UTC) 1-6345a49¢-56120af0a237bddaas1a71df
Sampling
o ~ Trace Map
cryption
2 Q| @ Maplegend @
Groups
Services lcans ()
Gt s mons e =
- Nono [EFEVON Traffic
Resize nodes by health
Name Res. Duration Status 00ms Soms oms oms me 2ms Mm: ms  doms  bms  Gms  Sms  Gms  Gme
~ aws-sample-manual-app
aws-sample-manual-app 200 60.4ms ‘GET ote-publ-7c142iqwafaq- 148865776 7.0u-ot
sa 200 51.3ms UistBuckets

» 53 aw

53 {Client Resspors)



AWS X-Ray

“user_agent”: “Mozillass.8 (Macintosn; Tntel Mac 0S X 19_15_7) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/106.0,0.8 Safari/537.36°,

“http://otel f-publi-7c13z\ andf 3g-1455657767, eu-central-1.elb, amazonaws  con/aws-sdk-cal 1",
“GET",

e faskcapp > o

You can use the filter bar below to search for and match terms, phrases, or values in your log events. Learn more about filter pattems (2

Create metric filter

4 Traces > Details
Getting started
Insights Q 1-6345a49¢-56120af0a237bddaa51a7 1df
Service map —
| Traces Timeline | Raw data
Analytics Copy to clipboard ]
0 {
B Contiguration "18": "1-6345049¢-56f200f@a237bddaaS1071df" ,
Sampling “Duration": .86,
"Linitexceeded: false,
Encryption “Seaments": [
€
Groups "1d": "c6dAaddcE713c297",
e
“throttle": false,
“http”
request”: {
“ur
“nethod”:
“client_ip*: "10.9.1.8"
“response”:
“status": 200,
“content_length": B
CloudWatch X CloudWatch > Log groups > /s
0g group
Favorites and recents >
Log events
Dashboards
1 View as text Actions ¥
» Alarms Ao @0 O3 ! o
v Logs
Log groups
Logs Insights < Timastang,
¥ Metrics > 2022-10-117T18:35:37.181402:00
All metrics > 2022-18-11T18:35:37.181+02:00
Explorer > 2022-10-11T18:35:37.181402:00
» 2022-18-11T718:35:37.184+02:00
Streams
¥ X-Ray traces
Service map
Traces
» Events

» Application monitoring
v Insights

Container Insights

Clear 1m  30m 1h  12h

Message

No older events at this moment. Retry
[2022-10-11 16:35:37 +0000] [1] [INFO] Starting gunicorn 20.1.0
[2022-10-11 16:35:37 +0000] [1] [INFO] Listening at: http://0.0.0.0:5000 (1)

[2622-10-11 16:35:37 +0000] [1] [INFO] Using warker: sync
[2022-10-11 16:35:37 +00A0] [28] [TNFO] Booting worker with pid: 28
No newer events at this moment. Auto retry paused. Resume

Custom [

@



Chapter 10: Deploying and Configuring an Amazon Managed
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at exit !
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Ingest metiics QJE) metrics .
Prometheus server / F
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.




InsidersGuideCloud9Chapter10

‘ Delete H Update H Stack actions ¥ || Create stack ¥

Stack info Events Resources Outputs Parameters Template Change sets

Outputs (1)

Q Search outputs 1 (]

Key - Value v

v Export name v

https://eu-central-

1.console.aws.amazon.com

Cloud9IDE /cloudS/ide/6b5bd4a3d00 - -
f49eeb2f7fb0d0043f6587
region=eu-central-1

AWS Cloud9
Welcome to your development environment

Getting started

Toolkit for AWS Cloud9

Create File

Upload Files...

The AWS Toolkit for Clouds is an IDE extension that simplifies
accessing and interacting with resourees from services such as AWS
Lambda, AWS CloudFormation, and AWS API Gateway. With the
toolkit, develapers can alsa develop, debug, and deploy applications
using the AWS Serverless Application Model (SAM). Learn marer-

Clone from GitHub

Configure AWS Cloudd

R i B 4 @ ekt FabioBrags deOliveira ¥

rch re rprometheus’ + Add i

Services

w new widgets

Knowledge Articles (2)
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B
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aws

Amazon Managed Service [EERESS
for Prometheus P

Prometheus metrics

Highly available, secure, and
managed monitoring for
your containers

Aful

Getting started 3

Benefits and features

What is Amazon Managed Service for

Prometheus?

The Prometheus you already Prometheus with Seamless

know Security Getting started with Amazon Managed
Service for Prometheus

Prometheus compatible APIs give you AMP integrates with AWS Identity

access to remote write metrics from and Access Management (14M) for Working with workspaces.

existing Prametheus servers and authentication and fine-grained

query metrics using Prom@L. permissions for users and groups.

e — o2 s, Inc, or ts offilistes,  Privacy  Terms  Cookle preferences

aws . 5 & @  Fonkute  FabloBragadeOiieina ¥

Amazon Prometheus » Workspaces » Create workspace

Create workspace

Definition

Waerkspace alias

Workspace alias ter creation.
insidersquide]
Workspace alizs must be betueen 1 and 100 cha

Tags - optional
Atag is @ label that you asslgn ta an AWS resources, Each tag eonsists of a k
ck your AWS, costs.

nd an optional value. You ean use tags to search and filter

your resources o

No tags associated with this werkspace.

Add new tag

You can add up t 50 more t2gs

Amazan > > i
insidersguide

* Summary

Status ARN ‘Waorkspace 1D

@ Active =1} 1-1:144; [ ws-f133f57d-2c2c-46e3-be7d-c72e9c56901b

133f57d-2c2c-46e3-beTd-c72e8c56901h

Date created Endpoint - query URL

2022-11-18714:12:10.5032 Endpoint - remote write URL
hittps://aps-workspaces.eu-central-

(F hixps://aps-warkspaces. eu-central- 1 1336570,
1AM azonaws.com/workspaces ws-f1 331570 2¢2¢-46e3- be7d-c7269¢56901b/api/v1 fquery

be7d-c72e9e56901 b/apifvl jremote_write

Ingest/Collect  Rules management | Alertmanager | Logs | Tags

Ingest/Collect

Amazon Managed Service for Prometheus supports ingesting metrics from Prometheus servers in clusters running Amazon
EKS and in self-managed Kubemetes clusters running on Amazon EC2, The detailed instructions in this section are for a
Prometheus server in an Amazon EKS cluster. The steps for a self-managed Kubernetes cluster on Amazon EC2 are the same,
except that you will need ta set up the OIDC provider and 1AM roles for service accounts yoursel in the Kubernetes cluster.

Step 1: Set up IAM roles for service accounts




Q grafana

Blogs (43)
Documentation (1,774 fana

Marketplace (34)

with AWS [3
entals and find valuable
the most out of AWS.

rtification 2

bxperts and advance your

h AwS? [

o services, features, and

Amazon Managed Grafana JEEwEeS

Fully managed Grafana oty s o
service with powerful s e e
interactive data

visualizations

Create workspace

Getting started [2

What Is Amazon Managed Grafana?

Getting started with Amazon Managed
Grafana

Create a workspace

More resources [

Amazon Grafana » Workspaces > Create new workspace @

Step

) N Specify workspace details

Aworkspace s a logically isolated Grafana server. Once you have created a workspace, you can integrate it with data sources,

Step2 then query and visualize metrics from those data sources. As part of creating a workspace, you will enable AWS IAM Identity
Center (successor to AWS 550) if you haven't done so already.
Step o
" Workspace details
Workspace name
(Give a unique narme to your workspare.
Stent
insidersguide
Valid special charactess include ~*, Cannat contals -ASCIl characters or spaces. Max length of 255 characters,

Workspace description - optional

¥ Tags - optional

Atag is a Label that you assign to an AWS resource. Each tag consists a key and an optional value, You ¢an use tags to
search and filter your resources or track your AWS costs.

Currently not editing Felds

Add new tag

5 10 50 more tags.

Vou can add




= @

Amazon Grafana » Workspaces > Create new workspace

Step 1
Specity workspace details

Configure settings

Step2 Authentication access o
Configure settings

Choose at least one authentication method.

Step 3
AWS 1AM Identity Center (successor to AWS 550) @ Enabled
You can enable 1AM Identity Center by creating a user. This new user does not automatically have access to the Grafana
console. You will still nead to assign this user later, once this workspace is created

Steps

] Security Assertion Markup Language (SAML)

You will need te complete additianal steps to finish SAML configuration once this workspace is created.

Permission type info

O service managed ) Customer managed
W will automatically provisien the permissions far you Manually crezte your own 1AM role based on the
based o the AWS serviees you choose in the aext step. suggested policies.

el v |

Amazon Grafana » Waorkspaces > Create new workspace (o]

e Service managed permission settings

Specify workspace details

step2 1AM perm
Configure settings

on access settings

Select how you would like to specify account access.

Step3

Service managed permision © Coment accourt ) Organization

= Use Grafana to monitor resources in your current Use Gratana to monitor resources in your Organizational
aceoune Unies (DUs)

Stepd

¥ Data sources and notification channels - optional

Data sources

Source below creates an 1AM role that enables Amazon Grafana access o thos

Sources in your current account. It
doss not set up the selactad service s 2 data sourca. Note that some resources must be tagged GrafanaDataSource to be accessible.

-} Data source name
WS IoT SiteWise
AWS X-Ray
Amazon CloudWatch

Amazon Opensearch Service

Amazon Managed Service for Prometheus

Authentication access
AWS 1AM Identity Center (successor to AWS SSO) Security Assertion Markup Language (SAML)
© Enabled © Disabled

Permission type

Permission

Service managed

Edit

Step 3: Automatic permis:

IAM permission access settings

Account access specified

Current account

P Data sources and notification channels




Amazon Grafana » Workspaces » insidersguide

@ No IAM Identity Center user(s) or user group(s) assigned.
Please nate that you must assign userls) or user group(s) before they can access Grafana console.

Assign new user or group

insidersguide

Delete
Summary info
Description [ Date created 1AM role[

2022-11-18 arnaws:iam::14428925020d: role/service-
role/AmazonGrafanaServiceRale-3qRen518L

Authentication access

1AM Identity Center Enterprise license
Upgrade to Grafana Enterprise

Grafana workspace URL
g-8ac6e79105 grafana-workspace.eu-central-
1.amazonaws.com [

Grafana version
84

Status
@ Active

Authentieation Datasources | Notification channels | Tags

AWS IAM Identity Center (successor to AWS S50) @ Pending user input

Yau can enable AWS LM Identity Center by creating a user or connect |AM Identity Center to an external identity pravider {IdP) to enable users to log in to the workspace with
their existing credentials. Note that when yau enable IAM Identity Center by creating a new user, you will need to assign this user access to the workspace before they can log in to

the workspace

King for language selectiont Find fied Settings [5

Services | Q identity pro o @ Frankfurt ¥ Fabio Braga de Oliveira ¥

Amazan Grafana » Waorkspaces » insidersguide > AWS IAM Identity Center (successor to AWS S50) > Assign user

Users{3) | Groups (S)
Users (3)
Q 1 @
B  Displayname Email
Phani Lingamallu plingamallu@gmail.com
WS Control Tower Admin fabio.braga@gmail.com
Fabio Oliveira fabio.braga+grafana@gmail.com ‘

» Selected users and groups (1)

SR Assign users and groups

Terms  Cookle preferences

es, Inc. or its affliates,

nified Settings [

£ @ Fackuty  FabioBragade Olivein ¥

rvices | O, identity

= Amazon Grafana ) Workspaces » Insidersguide > AWS IAM Identity Center (successor to AWS SSO) @
AWS |AM Identity Center (successor to AWS 550) Delete configuration
Assigned users Assigned user groups

Users (1 of 1) inta m
already been assigned access to Grafana. _

The following users has

Unassign user

Q Find users
Make admin
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Import Import
oy L, e

port dashboard from file or Gral

1, Upload JSON file Importing dashboard from Grafana.com
Import via grafana. com Published by
° Updated on

s )
port e Options
Name
Kubernetes clus g (via Prometheus)
Fobder

General

Unique Identifler
& uniue Ide:

prometheus

Prometheu:

Import | Cancel

Last 15 minutes

Prometheus

default

Prometheus ws-f133f! 6e3-be7d-c72e9c56901h
Fromethes

Network I/0 pressure

Total usage

Glustar memory usage Cluster GPU usage (2m avg) ! Cluster filssystem usage

N/A N/A N/A

~Pods CPU usage

Pods CPU usage (2m avg)

Network I/Q pressure

0k
11230 M50 111530 11600 1830 11:19:00
- Total usage

Cluster memary usage Cluster CPU usage (2m avg) Cluster filesystem usage

Used Total Used

1.97 cie 5.70¢cis 0.17 6.00

- Pods CPU usage

Pods CPU usage (2m avg)
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“metrics"}
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Documentation [ Workspace 1D

@ Active

arnaws:apseu-central-
1:144289250204workspace/ws-F133f57¢-
2c2c-46e3-beTd-cT2e9c56901h

ws-A133f57d-2¢2¢-46e3-be7d-c72e9c56901h

Date created

2022-11-18T14:12:10.503Z

Endpoint - remate write URL

https:/faps-workspaces.eu-central-

Endpoint - query URL

nttps://aps-workspaces eu-central-
1.amazonaws.com/warkspaces/ws-133{57d-
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1.amazenaws comjworkspacesfws-113357d-
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7295690 1b/api/v fquery

Rules management | Alertmanager | Logs | Tags

Ingest/Collect

Amazon Managed Service for Prometheus supports ingesting metrics from Promethedis servers in clusters running Amazon
EKS and in self-managed Kubemetes clusters running on Amazon ECZ, The detailed instructions in this section are fora
Prometheus server in an Amazon EKS cluster. The steps for a self-managed Kubernetes cluster an Amazon EC2 are the same,
except that you will need to set up the OIDC provider and 1AM roles far service accounts yourself in the Kubernetes cluster,
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Node All - Pod grafana-web-grafana-1334533215-gnkb1 -

v Pod Info

Pod IP Address

192.168.11.232

Pod Status

Running

8 kBps
5 kBps

Network /0 pressure

€ ZoomOut > (@ Last30minutes Refreshevery10s &

Pod Container

kubedns 6

Container restarts

3kBps M./j’&&g
\ I~ /

0Bps
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-5kBps
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10:14 10:16 1018 10:20 10:22 10:24

Pod memory usage

Used Total

36.7 MiB 32.2 GiB

Pods CPU usage

All processes CPU usage
Pods memory usage

All processes memory usage
Pods network /O

All processes network /0

+ ADD ROW

10:28 10:30

Pod memory working bytes
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10:36 10:38 10:40

Pod CPU usage

Used
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~ Request rate
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1 opsrs
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No data
0opsis

0.50 0psfs

1 opsfs

> Response time

~ Pod count
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Last 3 hours

Error rate.

No data




Chapter 11: Deploying the Elasticsearch, Logstash, and
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Amazon Open Search Service
(0sS)
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AWS Identity and Amazon VPC Amazon AWS Application Load Elastic
Access EC2 CloudFormation Balancing network
Management interface

HHENS CQ amazon opens

Features (89)
Resources ' New
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Amazon OpenSearch x
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Amazon OpenSearch Service » Domains » Create domain

Create domain info

Name

IDomain name

observabilitydomnain

The name must start with a lowercase letter and must be between 3 and 28 characters. Valid characters are a-z
(lowercase only), 0-9, and - (hyphen).

Custom endpoint

Each Amazon OpenSearch Service domain has an auto-generated endpoint, but you can also add a custom endpoint using AWS Certificate
Manager (ACM). Learn more [4]

[[] Enable custom endpoint

Deployment type

Deployment types specify common settings for your use case. After creating the domain, you can change these settings at any time.

Deployment type
() Production © Development and testing () Custom
Domain intended for production Domain intended for Choose settings from all available
workloads spanning multiple AZ development or testing use options.

and dedicated master.

outside of a production
environment.

Version

1.3 (latest)

v

Certain features require speci
Learn more Z

c OpenSearch/Elasticsearch versions. We recommend choosing the latest version.

® Include older versions

["] Enable compatibility mode

Certain Elasticsearch OS5 clients, such as Logstash, check the cluster version before connecting. Compatibility
mode sets OpenSearch to report its version as 7.10 so that these clients continue to work with the service.

Learn more E




Data nodes

Select an instance type that corresponds to the compute, memory, and storage needs of your application. Consider the size of your indices,
number of shards and replicas, type of queries, and volume of requests. Learn more [

Availability Zones
O 3-AZ

Recommended for production workloads with higher availability requirements.

O 2-AZ

Suitable for production workloads.

0 1-AZ

Instance type

n t3.small.search v

t3.small.search instance type needs EBS storage.
The AWS Free Tier includes usage of up to 750 hours per month of t3.small instance usage and up to 20 GiB of
General Purpose EBS storage. Learn more [A

(P Include previous generation instance types

A\ T3 instance types are suitable only for testing and development purposes. For production workloads, we
recommend using latest generation instance types - general purpose, memory optimized, compute
optimized, or storage optimized.

Number of nodes

1

The number must be between 1 and 10.

Storage type
Choose a storage type for your data nodes.

EBS v

EBS volume type
EBS volumes enable you to independently scale the storage resources of your domain from its compute resources. EBS volumes are most
useful for domains with very large data sets, but without the need for large compute resources.




Storage type
Choose a storage type for your data nodes.

‘EBS v‘

EBS volume type

EBS volumes enable you to independently scale the storage resources of your domain from its compute resources. EBS volumes are most
useful for domains with very large data sets, but without the need for large compute resources.

General Purpose (5SD) - gp3 v ‘

(® Include previous generation EBS volume types

EBS storage size per node

iE | |

EBS storage size per node in GiB. Minimum 10 GiB and maximum 100 GiB.

» Advanced settings

Warm and cold data storage
Enable UltraWarm to store even more data on Amazon OpenSearch Service. You can economically retain large amounts of data while
keeping the same interactive analysis experience. Learn more [2

Enable cold storage to further reduce storage costs for data you rarely access. To view data in cold storage, you must first move it to warm
storage. Learn mare [4

(® Ultrawarm data nodes feature is not supported by the data instance type you selected.

Dedicated master nodes

Dedicated master nodes improve the stability of your domain. For production domains, three is recommended. Learn more [

[] Enable dedicated master nodes

Network

Choose internet or VPC access. To enable VPC access, we use private IP addresses from your VPC, which provides an inherent layer of
security. You control network access within your VPC using security groups. Optionally, you can add an additional layer of security by
applying a restrictive access policy. Internet endpoints are publicly accessible. If you select public access, you should secure your domain
with an access policy that only allows specific users or IP addresses to access the domain.

Network
() VPC access (recommended)
© Public access




Fine-grained access control

Fine-grained access control provides numerous features to help you keep your data secure. Features include document-level security, field-
level security, read-only users, and OpenSearch Dashboards/Kibana tenants. Fine-grained access control requires a master user. Learn

more [4

Enable fine-grained access control

Master user
() Set IAM ARN as master user

© Create master user

Master username

I admin I ‘

Master usernames must be between 1 and 16 characters.

Master password

.

aster password must be at least 8 characters long and contain at least one uppercase letter, one lowercase
letter, one number, and one special character.

Confirm master password

. ‘

Access policy

Access policies control whether a request is accepted or rejected when it reaches the Amazon OpenSearch Service domain. If you specify an
account, user, or role in this policy, you must sign your requests. Learn more [

Domain access policy

© Only use fine-grained access control
Allow open access to the domain.

() Do not set domain level access policy
All requests to the domain will be denied.

) Configure domain level access policy

Tags - optional
You can add tags to describe your domain. A tag consists of a case-sensitive key-value pair. For example, you can define a tag with a key-
value pair of Environment Name-Development. Learn More [A

No tags associated with this domain

You can add 50 more tags.

» Advanced cluster settings - optional




« Your OpenSearch Service domain is being created.

Amazon OpenSearch Service » Domains » observabilitydomain

observabilitydomain Delete | [ Actions v

General information

Name Domain status Version Info OpenSearch Dashboards URL
observabilitydomain @ Loading OpenSearch 1.3 (latest) -
Domain ARN Preparing to process updates Service software version Info Domain endpoint

0%

armn:aws:es:us-east-
_iomal'n;'observabilitydomal'n Cluster health Info

Amazon OpenSearch Service » Domains > observabilitydomain

observabilitydomain info Delete || Actions ¥

General information

Name Domain status Version Info OpenSearch Dashboards URL
observabilitydomnain @ Active OpenSearch 1.3 (latest) https://search-observabilitydomain-
Domain ARN Complete Service software version Info 1.es.amazonaws.com/_dashboards [
100%
am:aws:esius-east- View details R20220928-P1 (latest) . '
Domain endpoint

1:846793595595:d infob bilityd: i
lomain/observabilitydemain https://search-observabilitydomain-

AN s- east-1.es.amazonaws.com
e

>y OpenSearch

Please login to OpenSearch Dashboards

Cluster health Info

If you have forgotten your username or
password, please ask your system administrator

5 admin
B eesesened




Select your tenant

Tenants are useful for safely sharing your work with other OpenSearch Dashboards users. You can switch
your tenant anytime by clicking the user avatar on top right.

© Global

The global tenant is shared between every OpenSearch Dashboards user.

) Private

The private tenant is exclusive to each user and can't be shared. You might use the private tenant for
exploratory work.

Choose from custom

v
Add sample data
.:.,;-._,.|m - == B A
O e’ ‘.-__. "L__f"i!
v [ r—
prevnpna NPV [
s76.04225 ‘WM aAdld
B R sample lght data

Sample eCommerce orders

Sample data, visualizations, and dashboards for Sample web logs
Sample data, visualizations, and dashboards for monitoring flight routes.

tracking eCommerce orders.
Add data O Adding

Sample data, visualizations, and dashboards for

monitoring web logs.
Add data




Search Dashboards
E Anomaly detection | Dashboard

) Home
Recently viewed ~

[Flights] Global Flight Dashboard

Y OpenSearch Dashboards v

Overview
Discover
Dashboard

Visualize

OpenSearch Plugins v

Query Workbench
Reporting

Alerting

Anomaly Detection
Observability
Index Management

Security

{é‘} Management v

Dev Tools

Stack Management

G] Dock navigation

CloudFormation » Stacks » 0S55tackV1

OSSStaCkV1 | Delete | | Update | | Stack actions v ‘ ‘ Create stack w
[ Stacks (2)
Stack info ‘ Events ‘ Resources Outputs Parameters | Template ‘ Change sets
Q_ Filter by stack name
@ View nested Outputs (4)
<1

| Q Search outputs ‘ <1 > 8
0555tackV1 o Key a  Value v Description v Exportname ¥
2022-11-01 21:03:32 UTC+0100
(© CREATE_COMPLETE OpenSearchProxyURL I https:// I/ _d:shboards I Proxy URL to access OpenSearch service dashboards -

https://v I
OpenSearchServi iNURL gj4kklmebx5tz7hkx3ouxySvje.us-east- This URL is accessible only inside VPC -

1.es.amazanaws.com/_dashboards

This Role gives OpenSearch Service necessary
Opt hServiceLis AWSServiceRoleForAm i -chServic issions to create it resources like Elastic -
Network Interfaces

URL to access trace analytics sample shopping

SampleAppURL ity A—G059 -

application




Trace Analytics Sample App

Trace Analytics Dashboard

Trace Analytics Services View

Tawer |
o

o
s~
=

Checkout success. 40b9ede78a06ch18541496aa3f793fca
Cancel success. 61cdccc45099dcb78236f2b1ef4ectd
Create success. 961f3ad2d3834224ce4d33011134eb92
Status success. daa?31f7a98900d29%e6e8ee0bcba0450
Pay success. 26d59ad8023c3b65161c8cb77fd16bde
Status success. ale126f4ce1e3beB8472fb20b20145192
Cancel success. 0537e90f65854e2ce8b574a599c96e2¢c
Checkout success. c1f7341c4e4d102aeabfd2cde5351724

AWS Cloud

Sample Application i Q\
5 ) ¢° =) P Data Prepper
Open Telemetry

Payment Auth Collector

Inventory DB |
. - i
Container Container Container ! Amazon OpenSearch
! Service
i
N
H r
E | i
i
Order Analytics Client H

Container Service Dashboard N ’
Container Container : LOgS ‘ y?luentbn




Raw-trace-pipeline

Raw

Pipeline

OTEL Trace Pipeline

Raw -trace
Processor

Elastic-
search-
sink

a
‘o Raw
A4 Open pipeline
Open — Telemetry
Telemetry Source Service
Collector

Service-
map

Pipeline

Service-map
Processor

Elastic-
search-
sink

entry-pipeline:
delay: "1@e"
source: /
otel_trace_source:

ssl: false
processor:

sink: /
- pipeline:

name: “raw-pipeline”
- pipeline:

name: “service-map-pipeline”

raw-pipeline:

source:

pipeline:

name: "entry-pipeline”

processor:

- otel_trace_raw:
sink:

- opensearch:

hosts: [ "https://055_DOMAIN:443" ]

username: "O0SSDOMAIN_USERNAME™

password: "O0SSDOMAIN_PASSWORD™
index_type: trace-analytics-raw /

service-map-pipeline:

delay: "1@e"
source:

pipeline:

name: “entry-pipeline”

processor:

- service_map_stateful:
sink:

- opensearch:

hosts: [ "https://055_DOMAIN:443" ]

username: "O0SSDOMAIN_USERNAME™
password: "0SSDOMAIN_PASSWORD™
index_type: trace-analytics-service-map

data-prepper:
restart: unless-stopped
container_name: data-prepper
image: opensearchproject/data-prepper:2
command: sh data-prepper-wait-for-odfe-and-start.sh
volumes:

el

Amazon Open Search
Service (OSS)

jol

./data-prepper-wait-for-odfe-and-start.sh:/usr/share/data-prepper/data-prepper-wait-for-odfe-and-start.sh
./trace_analytics_no_ssl.yml:/usr/share/data-prepper/pipelines/pipelines.yaml

. fdata-prepper-config.yaml:/usr/share/data-prepper/config/data-prepper-config.yaml

TCa.pem

ports:

- "21898:21898"
networks:

- my_network
logging:

driver: fluentd



i Dashboard

Application analytics

Trace analytics QU Trace ID, trace group name, service name ~  Last 5 minutes Show dates
Traces )
Services &+ Add filter
Event analytics
Operational panels Latency by trace group (5) © < 95 percentile  >= 95 percentile
Notebooks
Trace group name & Latency variance (ms) @ v Average latency (ms) & 24-hour latency trend & Error rate & Traces @
50 100 150 200 250 300
client_cancel_order 0 152.22 \ | @ 0% 2
client_create_order ] 231.49 \ ,’ @, 0% 2
client_checkout 1 257.42 \ | & 0% 2
client_delivery_status | 84.06 \ ,’ @, 0% 2
client_pay_order | 124.93 \ | & 0% 1
Rows per page: 10 v <12
Observability S e i ces
Application analytics
Trace analytics Q Trace ID, trace group name, service name &~  Last15minutes
= + Add filter
ent analytics
Operational panels Services (8)
Motebooks
Name Average latency (ms) Error rate ghp Mo. of services § C services
database 47.15 13.64% 22 2§ inventory, order
analytics-service 26.14 6.25% 16 5 authentication, inventory, order, payment, reco...
frontend-client 181.72 0% 10 3| authentication, order, payment
order 119.58 125% 8 3 ytics-sarvice, frontend-client
inventory 113.79 40% 5 4 ytics-service, payment, rect
authentication 56.16 75% 4 3| analytics-service, frontend-client, recommendation
payment 163.31 33.33% 3 3| analytics-service, frontend-client, inventory
recommendation 93.93 50% 2 3 ytics-sarvice, autt ication, inventory

Rows per page: 10 ~

Service map

Error rate Throughput

Focus on  (} Service name




Amazon Open Search Service
Sample (055)
Application . OpenSearch n
y http plugin <4 Output sink I:I@
fluentbit g Format o
[SERVICE]
Flush 5
Daemon off

Log Level debug

[INPUT]
Name forward
Listen ©.0.0.0
Port 24224

[OYTPUT]

Name es

Match *

Host OSS_DOMAIN

Port 443

Index sample_app_logs

Type docker

HTTP_User OSSDOMAIN_USERNAME
HTTP_Passwd OSSDOMAIN_PASSWORD
tls On

tls.verify Off

version: "3.8"
services:
fluent-bit:
image: |fluent/fluent-bit:latest
ports:
- '24224:24224"' # logging port
volumes:
-|./Fluent-bit.conf:/fluent-bit/etc/fluent-bit.confI




N Search Dashboards

= [Stack Management | Index patterns

OpenSearch Dashboards @

You have data in OpenSearch.
aved Objects .
e st Now, create an index pattern. +

OpenSearch Dashboards requires an index pattern to é
identify which indices you want to explore. An index +
pattern can point to a specific index, for example, your log
data from yesterday, or all indices that contain your log
data.

) Create index pattern

Want to learn more? Read documentation

Create index pattern

An index pattern can match a single source, for example, filebeat-4-3-22 , or multiple data sources, filebeat-# .
Read documentation 2

Step 1 of 2: Define an index pattern

Index pattern name

sample_app_logs' Next step >

Use an asterisk (*) to match multiple indices. Spaces and the characters \, /, 2," <, =, | are not allowed.

X Include system and hidden indices

" Your index pattern matches 1 source.

sample_app_logs Index

Rows per page: 10 ~



Create index pattern

An index pattern can match a single source, for example, filebeat-4-3-22 , or multiple data sources, filebeat-* .

Read documentation ¢

Step 2 of 2: Configure settings

Specify settings for your sample_app_logs™* index pattern.

Select a primary time field for use with the global time filter.

Time field

@timestamp

-
@timestamp

Refresh

A

L | don't want to use the time filter

sample_app_logs*

Time field: ‘@timestamp’

.

{ Back

Create index pattern

This page lists every field in the sample_app_logs* index and the field's associated core type as recorded by OpenSearch. To change a field type, use
the OpenSearch Mapping APl &

Fields (14) Scripted fields (0) Source filters (0)

Q Search
Name Type
@timestamp O date
_id string
_index string
_score number
_source _source
_type string
container_id string

Format

Searchable

L]

.

Aggregatable

L ]

All field types

Excluded

SN N S NS



= Home
) Home
Recently viewed ~

No recently viewed items

5_\/ OpenSearch Dashboards ~
Overview
Discover
Dashboard
Visualize
= Discover
[{) ~ Search
® — + Add filter
sample_app_logs* v =
304 hits
) Sz e Nov 2, 2022 @ 15:53:19.879 - Nov 2, 2022 @
& Filter by type 0 .
Selected fields -
< _source *s' 80
Available fields i} 40
t|_id 20
= i mm B == == == mm |
15:53:00 15:54:00 15:55:00 15:56:00 15:57:00 15:58:00 15:58:00 16:00:00 16:01«
# _score )
(@timestamp per 30 ¢
t| _type
Time ~ _source
@timestamp
t | container_id > MNov 2, 2022 @ 16:07:26.000  @timestamp: Nov 2, 2022 @ 16:07:26.000 log: 2822-11-82T15:87:26,606 [:
B container_name org.opensearch.dataprepper.plugins.processor.ServiceMapStatefulProcesso

container_id: Bfcc2b46e3131917387b8d453952c2fffafbcBelad6327ebe7BB291T!

_type: docker _index: sample_app_logs _score: -

t log

Anomaly detection

The anomaly detection plugin automatically detects anomalies in your data in near real-time using the Random Cut Forest (RCF) algorithm. Learn more &

How it works

1. Define your detector 2. Configure your detector 3. Preview your detector 4. View results

Select a data source, set the detector interval, and Choose the fields in your index that you want to check After configuring your model, preview your results with Run your detector to observe results in real-time. You
specify a window delay. Learn more 2 for anomalies. You may also set a category field to see a sample data to fine-tune your settings. Learn more 2 can also enable historical analysis to view anomalies in

granular view of anomalies within each entity. Learn your data history. Learn more %
more



o Define detector

2

2}

4

Anomaly detection | Detectors | Create detector

Configure model

Set up detector jobs

Review and create

Timestamp

Define detector

Detector details

Name
Specify a unigue and descriptive name that is easy fo recognize.

ContainerApplLogs

Detector name must contain 1-64 characters. Valid characters are a-z,
A-Z, 0-9, -(hyphen), _(underscore) and .(period).

Description - optional
Describe the purpose of the detector.

Describe the detector

Data Source

Index
Choose an index or index pattern as the data source.

sample_app_logs ~

‘ouU can use a wildcard F'J Inyour index pattern.

Select the time field you want to use for the time filter.

Timestamp field

Choose the time field you want to use for fime filter.

@timestamp

Operation settings

Detector interval

Define how often the detector collects data to generate anomalies. The
shorter the interval is, the more real time the detector results will be, and the
more computing resources the detector will need. Learn more 5

10

Window delay

minutes

Specify a window of delay for a detector to fetch data, if vou need to account

for exira processing time. Leam more 3

1

minutes




Custom result index

Store detector results to your own index. Learn more (3

Enable custom result index

M\ You can't change the custom result index after you create the detector. You can manage the result index with the Index Management plugin.

Field

opensearch-ad-plugin-result-  fsample_logs

Custom result index name must contain less than 255 characters
including the prefix "opensearch-ad-plugin-result-". Valid characters
are a-z, 0-9, -(hyphen) and _(underscore).

Cancel

=  Anomaly detection Detectors = Create detector

‘ Define detector
o Configure model
3 Set up detector jobs

4 Review and create

Configure model

Set the index fields that you want to find anomalies for by defining 1
model features and other optional parameters, you can preview yot

Features

A feature is the field in your index that you use to check for anomalies. You can add u

v LogData

Feature name

| LogData I
nter a descrip! name. name must be unique within this

detector. Feature name must contain 1-84 characters. Valid characters
are a-2, A-Z, 0-9, -(hyphen) and _(underscore).

Feature state
@ Enabie feature

Find anomalies based on

Field value v

Aggregation method

The aggregation method determines what constitutes an anomaly. For
example, if you choose min{), the detector focuses on finding
anomalies based on the minimum values of your feature.

Field

log.keyword Qv




Custom result index

Store detector results to your own index. Learn more (3

Enable custom result index

M\ You can't change the custom result index after you create the detector. You can manage the result index with the Index Management plugin.

Field

opensearch-ad-plugin-result-

sample_logs

Custom result index name must contain less than 255 characters
including the prefix "opensearch-ad-plugin-result-". Valid characters
are a-z, 0-9, -(hyphen) and _(underscore).

Cancel

Security with Amazon OpenSearch Service

KEEP YOUR DATA SECURE

* Encryption

+ Keep your data secure
with data at rest and in
transit

AWS Key Management

Service

(==

Authentication

Leverage your existing
authentication
infrastructure

Amazon
Cognito

= I

)’

Authorization

Granular access
control to control
the user actions
on your cluster

AWS Identity &
Access Management

l wOpen

Auditing
Track and record
all user actions
and meet HIPAA,
PCl compliance

&

Amazon

AWS
CloudWatch CloudTrail

LI

ol I

Intermal User
Oatatiase

Role Mapgings. I Roles: I Action Groups I Tenants

Audt loggng




Chapter 12: Augmenting the Human Operator with Amazon
DevOps Guru

Amazon DevOps Guru X

Dashboard

Insights

w Settings
Management account

Current account
Analyzed resources
Cost estimator

¥ Integrations

Amazon CodeGuru Profiler [4

Provide feedback and join our
customer panel [4

Amazon DevOps X
Guru

Machine Learning

Amazon DevOps Guru s

Insights

Enable DevOps Guru to analyze

M |__ p Owe re d C lo u d operational data of your AWS resources.

Management account

operations service to et sarted
improve application

Current account

Set up type

Choose how you want to set up DevOps Guru

() Monitor applications across your organizations © Monitor applications in the current AWS account
Register a delegated administrator to monitor all accounts Configure DevOps Guru for the current AWS account to
in your organization. meonitor its applications.

IAM role permissions

The 1AM role you use determines which AWS resources Amazon DevOps Guru has permission to access. Operational data and metrics from AWS resources are
ingested to generate insights and recommendations.

IAM role Description
Amazon DevOps Guru_Role The 1AM role created grants Amazon DevOps Guru permission to evaluate your
View role policy AWS resources.

View permission details



Amazon DevOps Guru analysis coverage

DevOps Guru analyzes the operational data for your AWS resources based on your selection. You pay for the number of AWS resource hours analyzed, for each active resource. A resource is
only active if it produces metrics, events, or log entries within an hour. See the pricing page Z for complete details.

Choose which AWS resources to analyze by specifying the coverage boundary

() Analyze all AWS resources in the current AWS account in this Region

© Choose later

You can specify specific AWS resources to analyze AWS CloudFormation stacks or AWS Tags as your coverage boundary.

Notifications - optional

Amazon DevOps Guru uses a SNS topic to notify you about important DevOps Guru events.

No SNS topics set up for Amazon DevOps Guru.

You can add 2 more topics.

Dashboard
Insights

Settings

Analyzed resources

Cost estimator

¥ Integrations

Amazon CodeGuru Profiler [4

Provide feedback and join our
customer panel [4

Amazon DevOps
Guru

Dashboard

Insights

Settings

Analyzed resources

Amazon DevOps Guru x ‘Amazon DevOps Guru has been successfully enabled for account

Amazon DevOps Guru > Dashboard

Dashboard

System health summary infe
This section displays the latest information about your system and applications. Insights are based on your overall system.

Impacted applications Ongoing reactive insights 0Ongoing proactive insights

0 0 0

System health overview (0} info
View the health of your currently monitored applications. You can alsa monitor the health of your system by choosing to view by service names. To see insights for your applications, go to the Insight

Q Fi 5 ‘ ‘ All applications v
OR OR OR {@}
CloudFormation
Account Management
Stack
Account

Amazon DevOps Guru > Analyzed resources

Analyzed resources for Account 84 I Edit analyzed resources
Refresh on 2/ 2t 5:41:31 PM

Applications analyzed o Summary

Number of applications Service types analyzed Resources analyzed



Amazon DevOps Guru > Analyzed resources » Edit analyzed resources

Edit analyzed resources

Choose resources to analyze

Your application resources are grouped together based on related tags, CloudFormation stacks, or account boundaries. Choose which resources you want DevOps Guru to analyze.

Application resource grouping method

() All account resources
Analyze all AWS resources in the current Region and
account, grouped by CloudFormation stacks, if any exist.
Resources that are not in a stack are grouped together into
one application.

O CloudFormation stacks

Use CloudFormation stacks to specify which resources
DewOps Guru analyzes.

() Tags () None
Use AWS tags to specify which resources DevOps Guru Don't analyze any resources.
analyzes.
AWS resources
HTTP POST
l Amazon SNS
"3 o
= &) =
S
Insight
AWS  AWS RDS  Amazon nstgnts —
X-Ray  CloudTrail Pl CloudWatch

Amazaon DevOps Guru 3 \/
S

Amazon DevOps Guru >  Analyzed resources »  Edit analyzed resources

Edit analyzed resources

Choose resources to analyze

Your application resources are grouped together based on related tags, CloudFormation stacks, or account boundaries. Choose which resources you want DevOps Guru to analyze.

Application resource grouping method

() All account resources
Analyze all AWS resources in the current Region and
account, grouped by CloudFormation stacks, if any exist.
Resources that are not in a stack are grouped together into
one application.

© CloudFormation stacks

Use CloudFormation stacks to specify which resources
DevOps Guru analyzes.

() Tags
Use AWS tags to specify which resources DevOps Guru
analyzes.

() None

Don't analyze any resources.

Third-party
systems




Choose resources to analyze X

You updated which AWS resources are analyzed by DevOps Guru. If you deselected
some AWS resources, DevOps Guru might stop generating insights. DevOps Guru pricing

is based on how many AWS resources it analyzes. For more information, see pricing
page [4.

Cancel Confi
Amazon DevOps Guru  » Analyzed resources

Analyzed resources for Account 846793595595

Refresh on 11/20/2022 at 5:33:12 PM

Applications analyzed info Summary
INumber of applications Service types analyzed Resources analyzed
d
2 5
Coverage selection type

CloudFormation stack(s)

Analyzed resources (5) Download CSV resource list

Q, Search by resource, stack name, service name <1 > @
Resource name v Service name v Stack name A
serverless-app2-SampleTable-UV1EBSAZNNC) DynamoDB serverless-app2
serverless-app2-CopyZipsFunction-ZMbOKOp449pk Lambda serverless-app2
serverless-app2-getAllitemsFunction-RO88xPuDL 1)y Lambda serverless-app2
serverless-app2-getByldFunction-oTx1Fj5CulNg Lambda serverless-app2
serverless-app2-putltemFuncti Qio6 Lambda serverless-app2

Table capacity

Read capacity

Auto scaling  Info
Dynamically adjusts provisioned throughput capacity on your behalf in response to actual traffic patterns.

() On
O off

Provisioned capacity units

1

Write capacity

Auto scaling  Info
Dynamically adjusts provisioned throughput capacity on your behalf in response to actual traffic patterns.

) On
O off

Provisioned capacity units

1




#!l/usr/local/python/3.3.2/bin/python3.3
#script-version: 1

import requests

url = "https:/sreplaceme/Prod/items/"

def main():

#SEND API Requests
while (True):
print("\n\n Iterating sending requests...+++++")
response = requests.get(url)
result = response.text
code = response.status_code
print (response, result, code)

if __name_ == "__main_ ":

main()

Amazon DevOps X
Guru

Dashboard Proactive

Settings Reactive insights (2) info

A reactive insight lets you know about recommendations to improve the performance of your application now.

- 1O INGRE SUTE YOU UOIT LTSS INHPOT LGN InsIgrs i uie iuwureg, edie sewunys w wiin on
notifications.

Analyzed resources | Q Filter insights ‘ Last 6 months <1 > @
) Name A | Status v | Severity
Cost estimator
Lambda Duration Anomalous In Application serverless-app2 | ® Closed High
¥ Integrations
Amazon DevOps Guru > Insights » Lambda Duration In Application serverless-app2

Lambda Duration Anomalous In Application serverless-app2

Insight overview

Description

Starting on November 20, 2022 16:45 UTC anomalous behavior was detected orf 3 metrics and 1 log groups|Review the Aggregated metrics and Log groups sections below to see the list of affected metrics and log groups. DevOps Guru hz

recommendations to investigate and resolve the issue.

Insigh erity Start time Last update time

November 20, 2022 16:42 UTC November 20, 2022 17:40 UTC
Status End time Opsltem ID

© Closed November 20, 2022 17:40 UTC

Affected applications
1

L 16:35 16:40 16:45 16:50 16:55 17:00 17:05 17:10 17:15
0g group name |, ., 11/20 11/20 11/20 11/20 11/20 11/20 11/20 11/20
i 0]
/aws/lambda/serverless-app2-getAllltemsFunction-RO88xPuDL1Jy I

Relevant events (3) November 20, 15:28-17:55 UTC Info

DevOps Guru evaluated the aggregated metrics with the following events in your AWS account to generate insights. Use the aggregated metrics, ev

that can improve your solution. CloudTrail Events
TimFHne
Q, Find events by name, application, service name / |
11/20 11/20 11/20 11/20 /20 11/20 11/20 11/20
15:15 15:30 15:45 16:00 1p:15 16:30 16:45 17:00

Insight start

Infrastructure E




Recommendations (3) info

View updates we recommend you implement to address the anomalies in this insight.

Rollback the Amazon Dynamo DB table update [4

An update to your DynamoDB table was detected and it is now experiencing read throttling events. Review the recent update to help you determine if you need to

rollback the changes.

Why is DevOps Guru recommending this?

The UpdateTable event was detected for AWS::DynamoDB::Table. The
ReadThrottleEvents metric in AWS::DynamoDB::TableName breached a high
threshold.

Troubleshoot throttling in Amazon DynamoDB [

Related metrics (2)
ThrottledRequests

AWS::DynamoDB::TableName serverless-app2-SampleTable-UV1EBSAZNNCJ
ReadThrottleEvents

AWS::DynamoDB:TableName serverless-app2-SampleTable-UV1EBSAZNNCJ

Related event (1)

UpdateTable
AWS::DynamoDB::Table serverless-app2-SampleTable-UV1EBSAZNNC)

Read operations, write operations, or both on your DynamoDB table are being throttled. To learn how to fix throttle events, see Troubleshoot throttling in Amazon

DynamoDB [4 .

Why is DevOps Guru recommending this?

The ReadThrottleEvents metric in DynamoDB breached a high threshold.

Configure provisioned concurrency for AWS Lambda [

Related metrics (3)
ThrottledRequests

[& Show more resources
DynamoDB serverless-app2-SampleTable-UV1EBSAZNNCJ
Duration
AWS::Lambda::FunctionName serverless-app2-getAllltemsFunctipn-RO88xPuDL1Jy
ReadThrottleEvents
DynamoDB serverless-app2-SampleTable-UV1EBSAZNNCJ

YourILambda function is having trouble scalingITo learn how to enable provisioned concurrency, which allows your function to scale without fluctuations in latency, see

Configure provisioned concurrency for AWS Lambda [4 .

Why is DevOps Guru recommending this?

The Duration metric in Lambda breached a high threshold.

Aggregated metrics ‘ Graphed anomalies

Graphed anomalies (3) November 20, 16:42-November 20, 17:40 UTC Info

‘Amazon DevOps Guru captures and can display the occurrence of anomalies over time.

Related metric (1)

Duration
Lambda serverless-app2-getAllitemsFunction-RO88xPuDL1Jy

‘ Q. Find metric by metric name, application, service name

w 2w 1™ 2M 3M 6M 1Y C 2

| AWS/DynamoDB:ReadThrottleEvents
Count

17:03 17:15 17:23

6K

4K

2K

w 2w 1™ 2M 3M 6M 1Y C &

IAWS/DynamoDB:ThrottledRequests I
Count

17:03 1715 17:23

6K

4K

2K




Amazon DevOps X

Guru . ;
Reactive Proactive
Dashboard
Insights Proactive insights (1) info
X A proactive insight lets you know about issues that are predicted to affect your application i
Settings

’Q Filter insights l [

Analyzed resources I Clear filter l

Cost estimator

Name
¥ Integrations

Amazon CodeGuru Profiler [A Dynamo Table Point In Time Recovery not enabled in serverless-app2

RDS > Performance Insights

rdls2- S
o —

PostgreSQL 136 db.t3.small

Counter metrics

Commits/s
104

1515 1530 1545 16:00 16115 1630 1645 17:00 1715 1
m Time (UTC)

, [

10
5
o ? t t ? t t ? T T
15:15 15:30 15:45 16:00 16:15 16:30 16:45 17:00 17:15 17
Time (UTC)
Deadlocks/m
084
064
044
024
o o 02 T T - 2z 1 g T
15:15 15:30 15:45 16:00 16:15 16:30 16:45 17:00 17:15 17
Time (UTC)
| Transactions |
154
10
5
o T T T T T * + T T
15:15 15:30 15:45 16:00 16:15 16:30 16:45 17:00 17:15 17

Time (UTCY
Amazon DevOps Guru > Insights > RDS DBLoadNonCPU Anomalous In Application rds2

RDS DBLoadNonCPU Anomalous In Application rds2
Insight overview

Description

Starting on November 21, 2022 16:55 UTC anomalous behavior was detected on 5 metrics. Review the Aggregated metrics below to see the list of affected metrics. DevOps Guru has provided you with 1 recommendation to

Start time Last update time
November 21, 2022 17:04 UTC November 21, 2022 16:55 UTC
Status End time Opsltem ID

A\ Ongoing - -

Affected applications
1




Recommendations (1) info

View updates we recommend you implement to address the anomalies in this insight.

Scale up your Amazon RDS DB instance (3

Your Amazon RDS DB instance is reaching a CPU or memory limit and should be scaled either horizontally or vertically. To scale your RDS instance, see Scale up your Amazon RDS DB instar

&

Why is DevOps Guru recommending this? Related metrics (2)
The DBLoadCPU metric in RDS breached a high threshold. DBLoad
DBLoadCPU

Amazon CodeGuru
Reviewer
Amazon CodeGuru Profiler

-~
N

:] /- ,-O//% — - N _
7w 5w gy = » Q-
] /4 wo, =

Write + Review Build + Test Deploy Measure Improve

Built-in code Detect and Easily identify performance
reviews with optimize and cost improvements
actionable the expensive in production environment
recommendations lines of code

Amazon DevOps Guru X

Dashboard

Insights

w Settings
Management account

Current account

Analyzed resources

Cost estimator

v Integrations

Amazon CodeGuru Profiler [4

Provide feedback and join our
customer panel [4



)

S
Create a detector Add a dataset Activate detector Add alerts - optional
A detector monitors your dataset, Select the data that you want to Activate the detector to start Send automated anomaly alerts to
finds anomalies and analyzes their monitor. monitoring the data for anomalies. Lambda functions, Webhooks, cloud
impact. applications like Slack, PagerDuty,

and DataDog, or to SNS topics with
subscribers that use SMS, email, or

Ama?on Lookout for X Amazon Lookout for Metrics > Detectors
Metrics

Detectors (0) info View details Edit
Detectors

Q, Search detector name

Name v Status v Date created v

No detectors

You have not created any detectors

Create detector

Amazon Lookout for Metrics » Detectors » Create detector

Create detector i

Detector details

Detector name

my-detector1

The name can have up to 63 character max. Valid characters: a-z, A-Z, 0-9, - (hyphen) and _.

Description - optional

My anomaly detector

The detector description can have up to 256 characters.

Interval
An interval is the amount of time between each analysis.

5 minute intervals v




Encryption - optional info

Amazon Lookout for Metrics encrypts your access tokens, secret keys and data.

Your data is encrypted by default with a key that AWS owns and manages for you. To choose a different key, customize
your encryption settings.

[ Customize encryption settings (advanced)

Tags - optional info

Choose key-value pairs to tag your detector. Use tags to organize, track, or control access to this detector.

There are no tags associated with this resource.

You can add 50 more tags.

Amazon Lookout for X ¥ How it works: Detector setup
Metrics
Detectors Complete these steps to set up and activate your anomaly detector.

v my-detectorl

s o
Details : R
Alerts Create a detector Add a dataset Activate detector
Anomalies A detector monitors your Select the data that you Activate the detector to

dataset, finds anomalies

and analyzes their impact.

® Created

want to monitor.

Add a dataset

start monitoring the data
for anomalies.

@ Inactive

Activate detector



Amazon Lookout for Metrics » Detectors » my-detectorl » Add a dataset

Step 1
Choose a datasource

Choose a datasource i

A dataset tells the detector where to find your data and which metrics to analyze for anomalies.

Step 2
Map fields

Step 3
Review and create

Basic information

Name

| my-dataset1

The dataset name must have 1 to 63 characters. Valid characters= a-z, A-Z, 0-9, - (hyphen) and _.

Description - optional

| Description of my datasource and interval P
s

The detector description can have up to 256 characters.

Timezone - optional
The timezone is used to interpret timestamps in your data.

Choose a time zone v

Datasource details

Read data from an Amazon 53 bucket that you manage or from a datasource that integrates with Amazon Lookout for Metrics.

Datasource Info

Choose the datasource that stores or generates your data.

‘ El Amazon CloudWatch

includes StatsD and collectd w

@ Detect anomalies in data from other services that integrate with Amazon CloudWatch. You can also send ¢
custom metrics to CloudWatch from an application or monitoring software such as StatsD and collectd.

Learn more [

Detector mode Info

() Backtest
Find anomalies in historical data all at
once.

© Continuous

Monitor live data to detect anomalies
as they occur.




Service access

Lookout for Metrics requires permissions to access Cloudwatch on your behalf.

© Create and use a new service role.

() Use an existing service role.

Service role name

AmazonLookoutMetrics-ExecutionRole-1 6-

Service role ARN

‘ arn:aws:iam::123456789012:role/AmazonLookoutforMetricsServiceRole

Tags - optional info

Choose key-value pairs to tag your dataset. Use tags to organize, track, or control access to this dataset.

There are no tags associated with this resource.

You can add 50 more tags.

Cancel

- Loading

Amazon Lookout for Metrics is validating your data and creating a service role. This may take a few minutes.

Amazon Lookout for Metrics > Detectors » my-detectorl > Add a dataset

Step 1

Choose a datasource

Map ﬁEI.dS Info

Step 2 .
Map fields CloudWatch metrics
Choose the CloudWatch dimensions and metrics that the detector analyzes for anomalies
Step 3
Review and create Choose a namespace and schema with up to 10 dimensions. Within the namespace, select up to 10 metrics. The
detector analyzes the dataset's metrics to identify anomalies.
Namespace Dimensions
| AWS/EC2 v | Instanceld v

No dimension filters added

You can add up to 5 more dimension filters.



®

Metrics

Amazon Lookout for Metrics derives metrics from on your dataset's measures, dimensions names, and
dimension values. The total number of metrics is the number of measure names times the number of unique
combinations of dimension name and dimension value. The number of metrics analyzed can vary from
interval to interval.

Metric

Aggregation Function

‘ CPUUtilization v ‘ ‘ AVG v

Add metric

You can add up to 9 more metrics.

Cost Estimate - optional info

Service costs are based on the number of metrics analyzed during a month. Estimate the number of metrics and service costs below.

Your costs are based on the number of metrics the detector monitors for anomalies. A metric is a combination of a
measure, dimension and dimension values. To estimate your metrics cost, estimate the number of values for each
dimension. Learn more [/}

Note: You incur additional costs if you use additional services such as AppFlow or SNS.

Measures Number of measures

CPUUtilization 1

Dimension Estimated number of values

Instanceld X ‘

Estimated number of metrics A1 Estimated metric cost A $0.75




v How it works: Detector setup

Complete these steps to set up and activate your anomaly detector.

Create a detector Add a dataset Activate detector
A detector monitors your dataset,  Select the data that you want to Activate the detector to start
finds anomalies and analyzes monitor. monitoring the data for
their impact. anomalies.
@ Inactive
Activate my-detector1? X

Your detector uses continuous data. Once the detector is active, it uses data from
several intervals to learn before finding anomalies. While it learns, you can configure
alerts.



(@ my-detector1 is activating.

The detector is importing your data.

v How it works: Detector setup

Importing data

Complete these steps to set up and activate your anomaly detector.

o a
DCIE
° [
Create a detector Add a dataset Activate detector
A detector monitors your dataset,  Select the data that you want to Activate the detector to start
finds anomalies and analyzes monitor. monitoring the data for
their impact. anomalies.
@ Initializing...
© Created ® 1 added
Amazon Lookout for X Amazon Lookout for Metrics Detectors my-detector1 Anomalies
Metrics
Detectors Anomalies info
v my-detector! Severity threshold
Details
Dataset Adjust the threshold to filter anomalies based on severity.
Alerts
— 70 Severity score
Severity score ! | [7
o ' 100 The et misbe

Statistics appear after activation



Chapter 13: Observability Best Practices at Scale
N

AWS Cloud

O 3 AWS Member ) 8 AWS Member
@Dg AWS Management Account Account Account
doo
AWS Organizations O A AWS Member o A AWS Member
Ol Account Ol Account

AWS Organizations » AWS accounts

AWS accounts

The accounts listed below are members of your organization. The organization's management account is responsible for paying the bills for all
accounts in the organization. You can use the tools provided by AWS Organizations to centrally manage these accounts. Learn more [

Organization

Organizational units (OUs) enable you to group several accounts together and administer them as a single unit instead of one at a time.

Q. Find AWS accounts by name, email, or account ID. Find an OU by the exact OU ID. “= Hierarchy ‘ = List l
Organizational structure Account created/joined date
/ Root OU

v [ [ Root

r-h4pl

v [ Labs
ou-hapl-ghewsfdz / Member AWS Account
0 @ Lo

Created W /01/15
8876 [N | Whani+| o

¥ (] O sandbox
ou-h4pl-z3kawbmx

This resource is empty

Member CU

¥ (] O security
ou-h4pl-hsi2tuim

O Audit
@ Created IO 1/13




&) .
AWS Organizations OUs

Foundational OUs

Security Infrastructure

Sandbox Workloads Policy Suspended Individual Exceptions Deployments
Staging Business
Users

Transitional

MONITORING ACCOUNT

Permissions Permissions Permissions
SOURCE ACCOUNT 1 SOURCE ACCOUNT 2 SOURCE ACCOUNT 3
CloudWatch X Cloudwatch > Settings

>

>

>

>

>

fremesancrecents > CloudWatch settings

Permissions

SOURCE ACCOUNT N

Dashboards
Global ‘ Dashboards ‘ Traces
Alarms Ao @o @0
Logs
Use a centralized monitoring account to monitor and troubleshoot applications seamlessly across multiple accounts -
Metrics
new info
X-Ray traces View metrics, logs, and traces with no account boundaries. Watch video guideline
Events 3. Link your source accounts via
i I 4. Browse cross-account data with
1. Configure manitoring account 2. Determine how tolink ¢\, g nation or by the sharing :
Application monitoring URL the monitoring account

£ oo B

Monitoring account configuration

Ee

Getting Started

Allow this account to view data from your source accounts.

To get started, sign in to the account that you want to use as a monitoring account.

CloudWatch » Settings

CloudWatch settings

Global

Dashboards ‘ Traces

&

© Not enabled

Configure

This can be done by the menitoring account only

Use a centralized monitoring account to monitor and troubleshoot applications seamlessly across multiple accounts - new info

View metrics,

logs, and traces with no account boundaries. Watch video guideline

2. Determine how to link source accounts ) i
CloudFormation or by the sharing URL

[E4 8.

Monitoring account configuration

Allow this account to view data from your source accounts.

To get started, sign in to the account that you want to use as a monitoring account.

Tip: We recommend that you create a new account in your organization to use as the monitoring account.

3. Link your source accounts via 4. Browse cross-account data with the
monitoring account

&

© Not enabled

This can be done by the morjitoring account only.




CloudWatch > Settings » Monitoring account configuration

Monitoring account configuration

Allow this account to view data from your source accounts in (SZETURYSHE =08

Select data

Select the data types that you want to share with your monitoring account.

Logs
llow to share logs data with the monitoring account.

llow to share traces data with the monitoring account.

Important info
To allow access to data in Servicelens and X-Ray @ enable all three of metrics, logs and traces.

List source accounts

List the accounts, organization paths, or organization IDs of the accounts that will share data with this

Wmmte itemns.

I 9657 E 1,0165 WS

l 4

Define a label to help identify your source account info

Choose how to refer to the source accounts when they are viewed in the monitoring account.

O Account name () Globally unigue email () Email without domain
Account name used to Email address used to Email address without
identify accounts. identify accounts. (i.e. domain (i.e. without

name@amazon.com) (@amazon.com) used to
identify accounts.

$AccountMame

@ The cross account configuration will be available in US East (N. Virginia) us-east-1.




Global Dashboards Traces

Use a centralized monitoring account to monitor and troubleshoot applications seamlessly across multiple accounts - new info

View metrics, logs, and traces with no account boundaries. Watch video guideline

3 X 3. Link your source accounts via 4. Browse cross-account data with
2. Determine how to link source accounts . . o
CloudFormation or by the sharing URL monitoring account

[ 8. .

@ You have successfully bled the itoring account Resources to link accounts ‘
To complete the configuration determine how to link source accounts.

@ Once the source account configuration is completed, these CloudWatch features will display the badge to highlight cross-account capabilities.

Monitoring account configuration © Monitoring account en
Allow this account to view data from your source accounts. [ Manage source accounts Resources to link accoun
Global Dashboards Traces

Use a centralized monitoring account to monitor and troubleshoot applications seamlessly across multiple accounts -
new Info

View metrics, logs, and traces with no account boundaries. Watch video guideline

3. Link your source accounts via

1. Configure monitoring account 2 P o o Il CloudFormation or by the sharing Callesal cros.s-a‘ccount data with
"""""""""""""""""" the monitoring account
5 URL
&8 2 8 23
9—00 =
Monitoring account configuration @ Monitoring account enabled
Allow this account to view data from your source accounts. ’ Manage source accounts ] Resources to link accounts ]
1 AWSTemplateFormatVersion: 2818-@9-89
2
3 Conditions:
4 SkipMonitoringAccount: !Mot
5 - !Equals
6 - IRef AWS::AccountId
7 o
8
9 Resources:
16 Link:
11 Type: AWS::0am::Link
12 Condition: SkipMonitoringAccount
13 Properties:
14 LabelTemplate: "$AccountName™
15 ResourceTypes:
16 "AWS: :CloudwWatch: :Metric™
17 "AWS::logs::LogGroup”
18 "AWS: :XRay::Trace”
19 SinkIdentifier: "arn:aws:oam:us-east-1 :_ sink/dc6156b4-6d94-49e7-3571-6b4656882chc”
c ion > Stacks > SourceAccount1 ® x
B Stacks (10) [ oetete || update Stack actions v | [ Createstack v |
‘q Filter by stack name | Stackinfo | Events | Resources ‘ Outputs ‘ Parameters | Template | Change sets
CE— T
495 Events (1)
‘Q Search events
Stacks
— M Timestamp v | Logicalip | status | Status reason
o 2023-02-19 17:49:24 UTC+0100 2023-02-19 17:49:24 UTC+0100 SourceAccount] (@ CREATE_IN_PROGRESS User Initiated
O CREATE_IN_PROGRESS




a > Stacks > SourceAccount @ x

[ Stacks (10) [ petete |[ update || stackactions w | [ create stack v
‘q Filter by stack name | Stack info Events | Resources ‘ Outputs | Parameters ‘ Template | Change sets
Active v @D View nested
Events (5)
<1 >
Q, Search events
Stacks
e | | pTimestam v |_Logicalip | _status |_Status reason
©  2023021917.4524 UTC+0100 2023-02-19 17:48:39 UTC+0100 SourceAccount] (@ CREATE_COMPLETE -
© CREATE_COMPLETE
2023-02+19 17:49:38 UTC+0100 Link © CREATE_COMPLETE -
2023-02-19 17:49:38 UTC+0100 Link (© CREATE_IN_PROGRESS Resource creation Initiated
2023-02-19 17:49:29 UTC+0100 Link (@ CREATE_IN_PROGRESS -
2023-02-19 17:48:24 UTC+0100 SourcaAccount] (@ CREATE_IN_PROGRESS User Initiated

CloudWatch > Settings

CloudWatch settings

Global ‘ Dashboards | Traces

Use a centralized monitoring account to monitor and troubleshoot applications seamlessly across multiple accounts - new info
View metrics, logs, and traces with no account boundaries. Watch video guideline

. . 3. Link your source accounts via 4. Browse cross-account data with the
2. Determine how to link i . .
CloudFormation or by the sharing URL monitoring account

[=m]

=2 B g
Monitoring account configuration @ Monitoring account enabled
Allow this account to view data from your source accounts. ‘ Manage source accounts Resources to link accounts
To get started, sign in to the account that you want to use as a moni

ring account.
Tip: We recommend that you create a new account in your organization to use as the monitoring account.

CloudWatch > Settings » Manage source accounts

M dana ge source accou nts (® Add and delete accounts Stop cross account monitoring

Linked source accounts Configuration details ‘ Configuration policy

Source accounts (1)

Accounts that are sharing data with this monitoring account.

Q, Find accounts ‘ < 1 D>
Account Name |

Account label v Account ID Resources

Log Archive _ Logs, Metrics, Traces
CloudWatch X CloudWatch > Dashboards m

Favorites and recents » Custom dashboards Automatic dashboards

Dashboards

v Alams A0 @0 Qo

Custom Dashboards (0) nfo Share dashboard Delete Create dashboard
In alarm
All alarms Q. Fter dostitos | <15 @

Billing



CloudWatch » Log groups

Log groups (2)
By default, we only load up to 10000 log groups.

View in Logs Insights Create log group

Q, Filter log groups or try prefix search [} Exact match <1 > ©
m} Log group a | Dataprote.. ¢ | Sensitived... ¢ | JAccount label @ | AccountlD ¢ | Retention ¢ | Metricfilters ¢
0 faws/lambda/aws-controltower-NotificationForwarder © Inactive - Log Archive 1 2 weeks -
[m] aws-controltower/CloudTrailLogs © Inactive Monitoring account (_8 2 weeks -

CloudwWatch X

To configure a source account, sign in to that account and use the CloudFormation template or the
URL that you get from the monitoring account.

This can be done by the source account only.
Favorites and recents >
You can also choose which of metrics, logs, and traces to share with the monitoring account.
Synthetics Canaries -
Evidently
RUM Enable account switching info
View metrics, dashboards, logs widgets, and alarms in another account, or allow another account to view your data with no log in/out needed.
v Insights

Share your CloudWatch data

Create the CloudWatch-CrossAccountSharingRole 1AM role to share
your CloudWatch metrics, dashboards, logs widgets, and alarms.
You can manage this role later in IAM.

Container Insights

View cross-account cross-region

View metrics, dashboards, logs widgets, and alarms from other
accounts.

Lambda Insights
Contributor Insights

Application Insights

® Not enabled ® Not enabled

Settings

Getting Started

-

CloudWatch » Settings » View cross-account cross-region

View cross-account cross-region

Enable account selector Show selector in the console

Easily switch views between accounts that have granted you permission to their data, without the need to authenticate. To do this you will need an
account selector in the console. Configure this selector using one of the options below.

Service-linked role

When you create the account selector, a service-linked role (SLR) is created by CloudWatch that includes all the permissions the services
requires. Learn more [4

() Account Id Input

Manually input the account Id every time you
want to change accounts

© AWS Organization account selector
A dropdown selector that provides a full list
of accounts in your organization

() Custom account selector
Manually input a list of Account Id's to
populate a dropdown selector

by your master account.

This will provide you with a dropdown selector containing a list of accounts in your organization. You have been provided access to this list of accounts

Cancel




CloudWatch

Favorites and recents

Synthetics Canaries
Evidently

RUM

¥ Insights
Container Insights
Lambda Insights
Contributor Insights

Application Insights

X

>

Settings

Getting Started

CloudWatch » Settings » Share data

Share data

-

-

Source account configuration

To configure a source account, sign in to that account and use the Clou
URL that you get from the monitoring account.

You can also choose which of metrics, logs, and traces to share with th

Enable account switching info

View metrics, dashboards, logs widgets, and alarms in another account, or allow

Share your CloudWatch data

Create the CloudWatch-CrossAccountSharingRole IAM role to share
your CloudWatch metrics, dashboards, logs widgets, and alarms.
You can manage this role later in IAM.

Create the CloudWatch-CrossAccountSharingRole IAM role to share your CloudWatch metrics, dashboards, logs

widgets, and alarms. You can manage this role later in IAM.Learn more [£

This will grant permission described by CloudWatchReadOnlyAccess [4, CloudWatchAutomaticDashboardsAccess [,
CloudwatchServiceLensAccess [4, CloudWatchAutomaticDashboardsServiceLensAccess [4 or ViewOnlyAccess [ 1AM

policies.
Sharing

Share your data with:

© Specific accounts
define list of accounts

Account ID

o557

‘ l Remove account




Permissions

CrossAccountSharingRole:
© Provide read only access to your CloudWatch metrics, dashboards, logs widgets and alarms

Include CloudWatch automatic dashboards. Learn more [}
This allows accounts to view your CloudWatch homepage dashboards

Include X-Ray read-only access for ServiceLens. Learn more [
This allows accounts to view your ServiceLens service map and trace information

() Full read-only access to everything in your account Learn more [
This allows accounts to switch into your account and view all services, without authentication

Create CloudFormation stack

Use this CloudFormation template [ to finish creating the CloudWatch-CrossAccountSharingRole 1AM role. Once you
successfully created the CloudWatch-CrossAccountSharingRole IAM role using the template you have completed the process
to share your data.

Launch CloudFormation template

CloudWatch-CrossAccountSharingRole is not created yet

CloudFormation X Stacks (9) [&] Delete Update Stack actions ¥ Create stack ¥

Q, Filter by stack name ‘ ‘A((ive v ‘ @© view nested <1 > @
Stacks
StackSets Stack name Status | created time v | Description
monitoring accounts to assume
Exports O CloudWatch-CrossAccountSharingRole (© CREATE_COMPLETE 2023- I -43 UTC+0100 il
permissions to view CloudWatc

datain the current account

Q B & O N. Virginia v

it Services

View data: @ I Log Archive ", X ‘ I US East (Ohio) = X | iew account [ Switch to this account @ /
Cloudwatch > ServiceMap [~ g0 \ | Monitoring Account - Region |
Account [ Source Account Region |
Service map | Add to dashboard | ‘ 5m  15m 30m 1h 3h 6h Custom [Q | l C I v ‘
‘ T Filters ‘ ‘ Q Filter by X-Ray group ‘ ‘Q Select a node ‘ View connect
- P
O serverles...OXOCBS1a00 O serverles...OXOCB51a00
Lambda Context Lambda Function
-

Client O serverless-app2/Prod
ApiGateway Stage /’___—7
—
O serverles...8D969RDGAK



Chapter 14: Be Well-Architected for Operational Excellence

=~
=0 B | (8| &

Operational Performance Cost

Excellence Security Rl Efficiency Optimization Sustainability

Data protection

Enable data protection to detect patterns of sensitive data within this log group as it is ingested.

‘ Details ‘ Syntax ‘

Specify the data you want to protect

Use the following policy to set up your auditing and masking configurations.

Auditing and masking configuration

Data identifiers Info
Select the data identifier(s) that you want to audit.

Q|

Address

Category: Personal

AwsSecretKey
Category: Credentials

BankAccountNumber-DE

Category: Financial

BankAccountNumber-ES
Category: Financial

BankAccountNumber-FR !
Category: Financial Activate data protection

0 BankAccountNumber-GB
Category: Financial

O BankAccountNumber-IT
Category: Financial v




AWS Config » Conformance packs » Deploy conformance pack

Step 1 o
Specify template SpEley template
Step 2 Template details

Specify conformance

pack details Conformance pack template
Every conformance pack is based on a template. A template is a YAML file that contains configuration information about AWS accounts and
regions where you want to deploy AWS Config rules and remediation actions.

Step 3

© Use sample template

Review and deploy

() Template is ready

Sample template

Select a sample templates

This collection of sample templates will help you get started with conformance packs and quickly build your own template.

Security Best Practices for Amazon OpenSearch Service

v

AWS Cost Management » Cost Explorer » New cost and usage report

New cost and usage report
Cost and usage graph info

Total cost

$1,514.93

Average monthly cost

$252.49

Costs ($)
180
135
S0
45

0 _— — —— —

Jul 2022 Aug 2022 Sep 2022 Oct 2022

— MetricStorage:AWS/Logs-EMF  — PutlogEvents —run — Unknown — MetricStorage — Hou

— GetMetricData — Others

Cancel

Recent reports ¥ Save to report library

API operation count

20

B PutLogEvents $173.16
B MetricStorage:AWS/Logs-EMF $141.30
Brun $10.63
B Unknown $4.40
B MetricStorage $4.21
B HourlyStorageMetering 52.33
B CloudWatchlLogs $0.50
B FutEvents $0.42
B GetMetricData $0.02
B Others $0.04
1022
Total costs $337.02
vents




CloudWatch Usage Cost per Operation

Operation

$6.00K

$1.62K $1.52K

$0.97K

Cost (Sum)

$0.03K

Dec 2022
Month (Month)

CloudWatch > Log groups

View in Logs Insights eate log group

Log groups (58)

By default, we only load up to 10000 log groups.

Q vpc x ‘ 18 matches [ | Exact match <1 > [
O Loggroup a | Data protection v | Sensitive data count v || Retention w|| Metricfilters w | Contributor Insights v | Sul
(] VPCLogs O Inactive - 6 months - 2rules -

AWS Management & Governance services

Interoperable management and governance functions

o >4 @ AN =9 T

OpenSearch

Controls & Network Identity Security Service Observability Cloud financial Sourcing and
guardrails connectivity management management management management distribution
(ITSM)

| i o P b i H H :
| = AWS Control [ Amazon VPC 1. AWS Identity i | » AWS Security i} * AWS Service [ Amazon i AWS Billingand | » AWS '
' Tower i ) |1 and Access 11 Hub 11 Management 1! CloudWatch/ 11 Cost ' Marketplace / |
' j 1+ AWSTransit i ! Management 1| I} Connector ! AWSCloudTrail 1! Management 1! Private 1
1. AWS 11 Gateway i (1AM) | + = Amazon b H b P marketpl H

H i | place ]
3 Organizations | E d | 3 1 ! GuardDuty | L. AWS Service | 3 * :’IWS Systems ! 3 « AWS Budgets ! E |
i 1)+ Gatewayload 1. Aws|AM Access | | "1 Catalog " anager ' i« AWSLlicense |
| * AWS Config ! ! Balancer "1 Analyzer ! |+ AWS Security : | ' ' OpsCenter 11+ AWS Cost and ! | Manager !
i . v o ; | Hub Automated ! |+ AWS Systems ! |+ AWS X-Ray ' Usage Reports ;: '
1= AWS Config e AWS Network | |+ AWSSSO 1 Responseand 1]  Manager i o '} * Managed H
' conformance :: Firewall i i1 Remediation i i Lo Amazon e Cost Explorer i1 entitlements H
| packs N 1+ AWSManaged | {1+ AWSSecurity i Managed ' _ o !
' : i VPC Reachability | 3 Microsoft AD ||+ AWS Secrets 1 Hub ! 3 Service for ! 3 = AWS License |1« Procurement !
e AwS Audit 11 Analyzer o "I Manager o '\ Grafana(AMG) | Manager |1 system H
! Manager I i |« ADConnector | I« AWS Config . i 'l intearati |
1 by i " ta 'y = Amazon "y " gration B
|« AWS Securit i [ e AWS KMS i i Managed b Vo H
i oo o n ;. I ) ' 'ie AWSService
| Hub i n ! ! - vy Service for i ! | Catalog !
| N il i i } 1 Prometheus ‘; b !
| H o o i 1 (amP) P |1« AWSSystems |

' i i i
i o n o o '+ Amazon ' i Manager :
1 N v i w: " H H '



Chapter 15: The Role of Observability in the Cloud Adoption

Framework

Platform
Perspective

Maturity People
=0 Perspective

Process
Perspective

Operations
Perspective

Security
Perspective

AWS CAF 1.0 (2014)
Components and activities
for Cloud adoption

Envision <

Align

~ —~
- ~
| —
| —|
| w—

Envision

T| BUSINESS

<, PEOPLE

cH rratrorm

SECURITY

@ OPERATIONS

[ ® GOVERNANCE

AWS CAF 2.0 (2017)
Capabilities impacted by
cloud adoption

Envision Scale

Transformation Domains

Reduce
business
risk
Technology Process Organization
Improve
ESG

Grow
revenue

Governance

Increase
operational
efficlency

Foundational Capabilities

Align Launch

AWS CAF 3.0 (2021)
Cloud transformation
framework and methodology

Scale

Transformation Domains

o

People

Governance

Security

Operations

Foundational Capabilities

Reduce
business

Organization

Improve
ESG

Grow
revenue

Increase
operational
efficiency

Align

» Launch

7Y
7

Launch Scale
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Technology Process

Business Governance

Strategy Management

Portfolio Management Program and Project Management

Innovation Management EBenefits Management

Product Management Risk Management

ST P iy Cloud Financial Management

Data Monetization Application Portfolio Management

Business Insight Data Governance

Data Science Data Curation

Security Operations

Platform

Security Governance Observability
Platform Architecture
Security Assurance Event Management (AICps)
Data Architecture )
[y o feEess [y B Incident and Problem Management
Platform Engineering Change and Release Management
Threat Detection :
Performance and Capacity

Data Engineering Management

Vulnerability Management
Provision and Orchestration - X o
. Configuration Management
Infrastructure Protection
Modern Application Development
. Patch Management
Data Protection
Availability and Continuity

Continuous Integration and Application Security Management

Continuous Delivery

Incident Response Application Management

Identification of strategic improvement opportunities
Identifying weak link in the distributed systems

Reduce MTTR
Expedites troubleshooting by pinpointing the root cause
Minimize time to diagnose and resolve

Enabling data-driven decisions
Augmenting runtime resources

Traces

Understanding operational health ics

Reveal health of primary and supporting resources
Monitor critical signals improving MTTD

Improve business and technical agility
Accelerate developer velocity

Observability value curve



Knowledge

_— == = = == =
- o

-
Information - Telemetry
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Product .
_ Commonality
Offering
*  Workflows * Standardization
* Services templates * Libraries
* Feedback * Frameworks

Share Practice
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Actions

oD
)

Educate &

Promote

Bootcamps
Know-how
Certification

Feedback



Understand
your
business

outcomes

Continuously l

evaluate and Identify Key

adjust the
strategy based D?qu rmance
on business indicators

and technical Observability (KPls)
HHRSEE is a journey

Determine
Develop how to
telemetry measure the
KPI's

e @ & A Q

Enabling Tech Telemetry Stakeholders Identify KPI's Business Outcomes / Goals
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Dashbo

ards
bbbt U L L L R L L Ll Executive views
gt s : Providing information/ reports on
Analytics overall business outcomes and quality

Functional overview

Providing information on user flows,
transactions and errors

Service Health Model

Providing information on service SLAs,
requirements, performance, breaches
and major incidents

Integrated business services monitoring Level 3+
Amazon Lookout for
Metrics
q CloudWatch Dashboards
Real Customer Experience Level 2+
couciwaten RUl AHS Systems Hisnseer
CloudWatch Evidently

Common SLl/SLO Level 1+ DevOps Guru
. . g CloudWatch Synthetics

Application Dependency Metrics A —

CloudWatch X-Ray

CloudWatch & Servicelens Map
recovery CloudWatch CloudWatch Synthetics

Runtime measurements, Faster application Level 0+

Anomaly

ing? CloudWatch
Are my systems running? .y

Have | exceeded my system capacity?

Observability Maturity Model

KPI Customer Experience
Dashboard Dashboard

Application Business
Dashboard Dashboard

f AWS Systems Manager
: automation

N — - — - - -

Problem, Change, Incident, Release, Knowledge

Service Management Layer

Event Event Eve.nt ' Incident
malizat Enrichment Deduplication

Event Management Layer

omaly Dynamic
Al bl tect - Thresholding

Anomaly Detection and Root Cause Analysis

Everts

{7 Cloudwatch o i | network | EndUser
Observability

f AWS Systems Manager

l Ops Items

:’ Amazon DevOps Guru
1 AIOPS

Metrics




